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Chapter 1: Introduction

Citizen Science refers to scientific research in which volunteers from the community

participate in scientific studies as field assistants [11]. Citizen science shares the same

fundamental characteristics as crowdsourcing as they both focus on accumulating a large

volume of data or completed tasks. Since citizen scientists can collect data or complete

tasks relatively cheaply, it allows research to be performed at much larger spatial and

temporal scales. For example, Galaxy Zoo1 is an online astronomy project which invites

people to assist in the morphological classification of large numbers of galaxies, EyeWire2

is an online human-based computation game of coloring brain images which helps scien-

tists to map the neural connections of the retina, and CoCoRaHS3 encourages a network

of volunteer weather watchers to take daily readings of precipitation and report them

online, which can be used by the National Weather Service, meteorologists, hydrologists,

emergency managers, etc.

In citizen science projects, participants may play the role of either a sensor or a

processor. This is an important distinction when it comes to ensuring the quality of

the resulting contributions. Processing tasks are usually repeatable, while sensing tasks

rarely are. Processing tasks are typical of the Zooniverse family of projects [74], in which

volunteers classify or extract information from images. The same tasks can be performed

on the same artifact repeatedly by multiple volunteers and the validation of the process

can be done through consensus of responses or directly from an expert [75]. When citizen

scientists participate as sensors, ground truth is rarely available and events can neither

be repeated nor independently observed. Observer variability and lack of ground truth

is a long-standing point of concern and contention in such citizen science projects, with

eBird4 being an exemplar.

eBird [80, 47] is one of the largest citizen-science projects in existence, relying on a

global network of bird-watchers to report their observations of birds, identified by species,

1www.galaxyzoo.org
2www.eyewire.org
3www.cocorahs.org
4www.ebird.org
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to a centralized database. Since its inception in 2002 by the Cornell Lab of Ornithology,

eBird has accumulated over 140 million observations reported by 150 thousand birders

worldwide, generating one of the world’s fastest growing biodiversity data sets. eBird

data reveal patterns of bird occurrence across space and through time, allowing us to

build large-scale species distribution models. Rapid global environmental change is ex-

pected to reduce significant changes in the distribution of many species and complicate

efforts for species conservation. Species Distribution Models (SDMs), which estimate

the pattern of species occurrence on a landscape based on its environmental features,

help ecologists understand the relationship between species occurrence and its habitat,

and thus play an import role in predicting biodiversity and designing wildlife reserves

[51, 62].

In citizen science projects such as eBird, which rely on a large number of volunteer

data collectors, data quality is an ongoing concern. The current eBird system employs a

regional filter based on expected occurrences of each species at specific times of the year.

This filter flags anomalous observations and any flagged records are reviewed by a large

network of volunteer reviewers. Observations are discarded if they do not pass the review

stage; otherwise the data is accepted to the database. A major factor influencing data

quality is the variation in observer skill at identifying organisms by species. To address

the data quality problems in citizen science projects, my research focuses on improving

the quality of citizen science data using machine learning techniques. We collaborate

with the Cornell Lab of Ornithology and work on the data quality issues in the eBird

project. In particular, this thesis focuses on the following problems:

First of all, we study the problem of modeling birders’ expertise in the SDMs and

develop a probabilistic graphical model called the Occupancy-Detection-Expertise (ODE)

model. This model incorporates the expertise of observers in building SDMs. We show

that modeling the expertise of birders not only improves the accuracy of predicting

species observations but it also allows us to predict the expertise level of new birders to

eBird.

Next, we study the problem of building a data quality control model to filter out

the invalid observations submitted to eBird. Our experience with the eBird project has

shown that a massive effort by volunteer experts is needed to screen data, identify outliers

and flag them in the database. In this work, we build a new two-step automated data

verification process for the eBird project. Through our case study, we show its potential
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to identify more invalid observations and to reduce the total number of observations that

need to be manually reviewed.

Then, we propose a mixture model to cluster eBird participants with similar skill

levels. The Species Accumulation Curves (SACs) describe the number of unique species

detected as a function of effort spent, which can be used to characterize an observer’s

skill level. We develop a mixture of SACs model and show that it is able to successfully

identify distinct groups of citizen scientists with similar skill levels in eBird. With these

clusters, we can classify birders to skill categories and develop automated data filters.

After that, we investigate a more proactive way to improve data quality by identifying

groups of misidentified species, which can be used to teach inexperienced observers. We

extend the Occupancy-Detection model in ecology to the multiple species case, which

allows false positives for a species as arising from misidentifications of other species.

In our study, we show that explicitly modeling the confusions and detection errors be-

tween species not only helps discover groups of confusing species, but also improves the

estimates of the occupancy patterns of those species.

Finally, we study the problem of multi-species distribution modeling to improve the

predictions for rare species. Simultaneous prediction of multiple species may improve

predictive performance because interactions may drive distributions directly and many

species co-occur in similar habitats. In particular, multiple species models may produce

the greatest improvement of predictions for rare species. We apply a previously published

multi-label machine learning algorithm that predicts multiple responses and our results

show that multi-species models produce more accurate predictions than single-species

models and these improvements are more consistent for rare species.
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Chapter 2: eBird: A Human/Computer Learning Network for

Biodiversity Conservation and Research

eBird [60], launched in 2002 by the Cornell Lab of Ornithology, is a citizen-science project

that takes advantage of the human observational capacity to identify species to birds,

and uses these observations to accurately represent patterns of bird occurrences across

broad spatial and temporal extents. eBird participants report their observations in the

form of checklists to the centralized eBird database. Up to 2013, more than 150,000

individuals have volunteered over 5 million hours to collect more than 140 million bird

observations for the eBird project; it is arguably the largest biodiversity data collection

project in existence. Figure 2.1 shows the total number of observations reported per

month since 2003. These amassed observations provide researchers and scientists with

data about bird distribution and abundance across a variety of spatiotemporal extents.

Figure 2.1: The number of eBird observations per month since 2003.

While eBird has been successful in engaging a global community of volunteers to
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contribute large quantities of observations of birds, it faces the ongoing challenges of

data quality and spatial sampling bias. To address these challenges, eBird employs

machine learning techniques to improve data quality by taking advantage of the syn-

ergies between human computation and mechanical computation. We call this a Hu-

man/Computer Learning Network (HCLN) [46], which has at its core an active learning

feedback loop between humans and machines that dramatically improves the quality of

both and thereby continually improves the effectiveness of the network as a whole. An

overview of the eBird system is given in Figure 2.2. In this HCLN, a broad network

of volunteers acts as intelligent and trainable sensors to gather observations and the

artificial intelligence processes improves the quality of the observational data the volun-

teers provide by identifying and filtering out the invalid records. With the immediate

feedback and the discovered misidentification patterns, the AI processes contribute to

advancing observer expertise. Simultaneously, as observational data quality improves, it

helps learn more accurate species distribution models and allows for better decisions for

conservation planning.

Figure 2.2: An overview of the eBird system.

In the eBird database, a record is a checklist, which corresponds to a single birding

event. Every checklist contains four types of information: (a) observer, (b) location, (c)

visit, and (d) species. Observer information (e.g. name, ID and contact information)

allows every bird observation to be associated with a specific eBird user. Location infor-

mation includes the site name, the GPS coordinates, and the environmental covariates of

the site. Visit information specifies the factors associated with each visit, including the

time of day, day of year, amount of effort spent (e.g. effort distance, effort time and area

covered), and whether all the species observed were reported during that visit. Species
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information includes a list of birds identified during the birding event and the estimated

number of each species detected.

eBird data reveal patterns of bird occurrence across space and through time, and

provide a data-rich foundation for understanding the broad scale dynamic patterns of

bird populations [40]. Recently, the United States Department of the Interior used

eBird data as the basis for the 2011 State of the Birds Report [72], which estimated

the occupancies of bird populations on public lands. Figure 2.3 shows an example of a

species’s distribution estimate of Western Meadowlark across the western United States

in June 2009 based on eBird observations.

Figure 2.3: The distribution of Western Meadowlark across the western United States
in June 2009. We thank Daniel Fink for this species distribution map as produced by
the STEM model [29].
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Chapter 3: Modeling Experts and Novices in Citizen Science data

for Species Distribution Modeling

3.1 Introduction

The term Citizen Science refers to scientific research in which volunteers from the com-

munity participate in scientific studies as field assistants [11]. Since data collection by

citizen scientists can be done cheaply, citizen scientists allow research to be performed

at much larger spatial and temporal scales than trained scientists can cover. For exam-

ple, species distribution modeling (SDM) [22] with citizen scientists allows data to be

collected from many geographic locations, thus achieving broad spatial coverage. Most

citizen scientists, however, have little or no scientific training. Consequently, the quality

of the data collected by citizen scientists is often questioned. Recent studies have shown

that citizen scientists were able to provide accurate data for easily detected organisms

[13]. However, for difficult-to-detect organisms, Fitzpatrick et al. [30] found differences

between observations made by volunteers and by experienced scientists leading to biased

results.

Since eBird data is contributed by citizen scientists, can accurate species distribution

models be built from this data? Checklists submitted to eBird undergo a data verification

process which consists of automated data filters which screen out obvious mistakes on

checklists. Then, the checklists go through a review process by a network of experienced

birders. Nevertheless, biases still exist due to differences in the expertise level of birders

who submit the checklists. In our work, we use a hierarchical Bayesian network that

incorporates the expertise level of birders. With this model, we show that modeling the

expertise level of birders can be beneficial for SDM.

In order to incorporate birder expertise into a species distribution model, we need to

distinguish between two processes that affect observations: occupancy and detection. Oc-

cupancy determines if a geographic site is viable habitat for a species. Factors influencing

occupancy include environmental features of the site such as temperature, precipitation,

elevation and land use. Detection describes the observer’s ability to detect the species
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and depends on the difficulty of identifying the species, the effort put in by the birder,

and the current weather conditions. Neglecting to model the detection process can result

in misleading models that make poor predictions. Birder expertise fits naturally as an

influence on the detection process.

Mackenzie et al. [55] proposed a well-known site occupancy model that separates

occupancy from detection. We describe this model, which we refer to as the Occupancy-

Detection (OD) model, in detail in Section 3.2.1. In our work, we introduce the Occupancy-

Detection-Expertise (ODE) model which extends the OD model by incorporating the

expertise of citizen scientists. The benefits of the ODE model are threefold. First, by

accounting for birder expertise in the ODE model, we can improve the prediction of ob-

servations of a bird species at a site. Second, we can use the ODE model to predict the

expertise level of a birder given their history of checklists submitted to eBird. Thirdly,

we can use the ODE model to perform a contrast mining task of identifying bird species

that novices under/over-report as compared to experts. Ultimately, we would like to

account for these sources of bias by novice birders and in doing so, improve the accuracy

of species distribution models.

Although the focus of this paper is on SDM, the occupancy / detection problem is

a specific instance of a more general problem in which a detection process corrupts a

“true” value with noise to produce an observed value. Much of the existing work assumes

a simple noise model (e.g. an additive Gaussian noise term), but in some situations the

detection process is affected by conditions during detection and requires a more complex

model. These situations occur in domains such as object recognition and surveillance.

We are interested in applying and extending the graphical models presented in this paper

to these domains for future work.

3.2 Methodology

In this section, we first describe the OD model [55, 54]. Then, we describe the extensions

made to the OD model to form the ODE model, which incorporates birder expertise. We

will use the term birder and observer interchangeably. In addition, we will use expert

to denote an experienced citizen scientist and novice to denote an inexperienced citizen

scientist.
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Table 3.1: Notation in the Occupancy-Detection model.

Symbol Description

N Number of sites.
Ti Number of visits at site i.
Xi Occupancy features at site i.
Zi Occupancy status (unobserved) of site i.
Wit Detection features at site i, visit t.
Yit Observed presence/absence at site i, visit t.

oi Occupancy probability of site i.
dit True detection probability at site i, visit t.

α Occupancy parameters.
β Detection parameters.
λo Occupancy regularization term.
λd Detection regularization term.

3.2.1 The Occupancy-Detection model

In SDMs, the occupancy of a site is the true variable of interest, but this variable is

typically only indirectly observed. The OD model separates the concept of occupancy

from detection. Models that do not distinctly model these two processes can produce

incorrect predictions. For instance, a bird species might be wrongly declared as not

occupying a site when in fact, this species is simply difficult to detect because of reclusive

behavior during nesting. The detection process allows us to account for two types of

errors that cause imperfect observations: false detections, which we have already defined,

and false absences. False absences refer to erroneously reporting the absence of the

species when the site is in fact occupied by that species. False absences could be due to

species that are hard to detect (e.g. due to camouflage), a lack of effort on the part of

the observer to detect these species, or simply a lack of experience by the observers in

identifying these species.

Figure 3.1 illustrates the OD model for a single species as a graphical model [49], in

which nodes represent random variables and directed edges can be interpreted as a direct

influence from parent to child. Nodes that are circles are continuous random variables

while nodes that are squares are discrete random variables. In addition, shaded nodes

denote observed variables and unshaded ones denote latent variables.
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As shown in Figure 3.1, the true site occupancy at site i (Zi) is latent. The dot-

ted boxes in Figure 3.1 represent plate notation used in graphical models in which the

contents inside the dotted box are replicated as many times as indicated in the bottom

right corner. The outer plate represents N sites. The variable Xi denotes a vector of

features that influence the occupancy pattern for the species (e.g. land cover type) and

Zi ∈ {0, 1} denotes the true occupancy status of site i. Site i is surveyed Ti times. The

variable Wit is a vector of features that affect the detectability of the species (e.g. time

of day) and Yit ∈ {0, 1} indicates whether the species was detected (Yit = 1) on visit t.

A summary of the random variables used in the OD model are given in Table 3.1.

Figure 3.1: Graphical model representation of the Occupancy-Detection model for a
single bird species.

The occupancy component of OD model models the occupancy status of the site (i.e.

the node Zi), as a function of the occupancy features associated with the site i. Occu-

pancy features include environmental factors determining the suitability of the site as

habitat for the species. Examples of occupancy features include precipitation, tempera-

ture, elevation, vegetation and land use. In the OD model, the occupancy probability oi

of site i is related to the occupancy features through a logistic function with parameters

α. The probability of the occupancy status is modeled as a Bernoulli distribution as

shown in Equation 3.1.

oi = σ(Xi ·α)

P (Zi|Xi;α) = oZi
i (1− oi)1−Zi

(3.1)

The detection component captures the conditional probability of the observer detect-

ing the species (i.e. random variable Yit), during a visit at site i and at time t conditioned

on the site being occupied i.e. Zi = 1 and the detection features Wit. The detection

features include factors affecting the observer’s detection ability such as weather con-
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ditions and factors related to observation effort such as observation duration and route

distance. Note that different species have different detection probabilities under the same

detection features. For instance, a well-camouflaged, quiet bird requires extra effort to

be detected as compared to a loud bird such as a crow. Like the occupancy component,

the detection component is parameterized as a logistic function of the detection features

as shown in Equation 3.2.

dit = σ(Wit · β)

P (Yit|Zi,Wit;β) = (Zidit)
Yit(1− Zidit)1−Yit

(3.2)

Under the OD model, sites are visited multiple times and observations are made

during each visit. The site detection history includes the observed presence or absence

of the species on each visit at this site. The OD model makes two key assumptions.

First, the population closure assumption [55] assumes that the species occupancy status

at a site stays constant over the course of the visits. Second, the standard OD model

does not allow for false detections. Recall that a false detection occurs when an observer

detects a bird of a particular species to be present when in reality, it does not occupy

the site. In order to understand the effects of this second assumption, suppose there are

100 visits in which the bird species is not detected. If the bird species is detected on

the 101th visit, the site is inferred to be occupied. Hence, reporting the presence of a

species at a site indicates the site being occupied. Reporting the absence of a species at

a site can be explained by either the site being truly unoccupied or the observer failing

to detect the species.

3.2.2 The Occupancy-Detection-Expertise model

The ODE model incorporates birder expertise by extending the OD model in two ways.

First, birder expertise strongly influences the detectability of the species. For example,

novices are likely to detect bird species by sight and are proficient at identifying common

bird species while experts can detect bird species by both sight and sound. As a result,

we add to the OD graphical model an expertise component which influences the detection

process. The second extension we add to the OD model is to allow false detections by

both novices and experts. The occupancy component of the ODE model stays the same

as in the OD model because the site occupancy is independent of the observer’s expertise.
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Table 3.2: Notation in the Occupancy-Detection-Expertise model.

Symbol Description

M Number of birders.
Uj Expertise features of birder j.
Ej Expertise level of birder j.
B(Yit) The birder associated with checklist Yit.

vj Expertise probability of birder j.
dexit True detection probability for expert birders at site i, visit t.
fexit False detection probability for expert birders at site i, visit t.
dnoit True detection probability for novice birders at site i, visit t.
fnoit False detection probability for novice birders at site i, visit t.

γ Expertise parameters.
βex1 True detection parameters for expert birders.
βex0 False detection parameters for expert birders.
βno1 True detection parameters for novice birders.
βno0 False detection parameters for novice birders.
β The total set of detection parameters (βex1 , βex0 , βno1 , βno0 ).
λe Expertise regularization term.

A graphical model representation of the ODE model for a single bird species is shown in

Figure 3.2. A summary of the random variables and parameters used in the ODE model

is given in Table 3.2.

In the expertise component, Ej is a binary random variable capturing the expertise

(i.e. 0 for novice, 1 for expert) of the jth birder. The value of Ej is a function of

expertise features associated with the birder. Expertise features include features derived

from the birder’s personal information and history of checklists, such as the total number

of checklists submitted by the birder to eBird and the total number of bird species ever

identified on these checklists. Once again, we use the logistic function to model the

expertise component as follows:

vj = σ(Uj · γ)

P (Ej |Uj ;γ) = v
Ej

j (1− vj)1−Ej

(3.3)

In order to incorporate birder expertise, we modify the detection process such that

it consists of a mixture model in which one mixture component models the detection
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Figure 3.2: Graphical model representation of Occupancy-Detection-Expertise model for
a single bird species. Note that the link from Ej to Yit only exists if birder j submits
the checklist corresponding to Yit.

probability by experts and the other mixture component models the detection probability

by novices. Each detection probability has a separate set of detection parameters for

novices and for experts. These two separate feature sets are useful if the detection

process is different for experts versus novices. For instance, experts can be very skilled

at identifying birds by sound rather than by sight. Let B(Yit) be the index of the birder

who submits checklist Yit. In Figure 3.2, the links from Ej to Yit only exist if B(Yit) = j,

i.e. the jth birder is the one submitting the checklist corresponding to Yit.

In addition, we allow for false detections by both experts and novices. This step

is necessary because allowing for false detections by experts and novices improves the

predictive ability of the model. Experts are in fact often over-enthusiastic about reporting

bird species that do not necessarily occupy a site but might occupy a neighboring site.

For instance, experts are much more adept at identifying and reporting birds that fly

over a site or are seen at a much farther distance from the current site. As a result,

the detection probabilities for novices and experts in the ODE model are now separated

into a total of 4 parts: a true detection component and a false detection component for

experts, and a true detection and a false detection component for novices.

Let ˜P ex1 (Yit) be shorthand for the expert true detection probability P (Yit|Zi =

1,Wit, EB(Yit) = 1,βex1 ) and ˜P ex0 (Yit) to be shorthand for the expert false detection
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probability P (Yit|Zi = 0,Wit, EB(Yit) = 1,βno0 ). In a similar manner, we use ˜Pno1 (Yit)

and ˜Pno0 (Yit) for novice true and false detection probabilities. There are now four sets of

β parameters used in each of the four logistic regressions corresponding to the previous

four probabilities: βex1 , βex0 , βno1 , and βno0 . In Equation 3.8, we generically refer to a set

of these parameters as β. The detection probability at site i on visit t conditioned on

site occupancy and birder’s expertise can be written as follows:

˜P ex1 (Yit) = (dexit )Yit(1− dexit )1−Yit where dexit = σ(Wit · βex1 ) (3.4)

˜P ex0 (Yit) = (fexit )Yit(1− fexit )1−Yit where fexit = σ(Wit · βex0 ) (3.5)

˜Pno1 (Yit) = (dnoit )Yit(1− dnoit )1−Yit where dnoit = σ(Wit · βno1 ) (3.6)

˜Pno0 (Yit) = (fnoit )Yit(1− fnoit )1−Yit where fnoit = σ(Wit · βno0 ) (3.7)

P (Yit|Zi,Wit, EB(Yit);β) =EB(Yit)[Zi
˜P ex1 (Yit) + (1− Zi) ˜P ex0 (Yit)]+

(1− EB(Yit))[Zi
˜Pno1 (Yit) + (1− Zi) ˜Pno0 (Yit)]

(3.8)

3.2.3 Parameter estimation

The ODE model requires a labeled set of expert and novice birders to estimate the

model parameters using Expectation Maximization [14]. The EM algorithm maximizes

the expected joint log-likelihood shown in Equation 3.9. In the E-step, EM computes

the expected occupancies Zi for each site i using Bayes rule. Let Θ(t) = (α(t),β(t),γ(t))

denote the parameters of the previous iteration. Let P̃ (Zi = zi) be shorthand for P (Zi =

zi|Yi·, Xi,Wi·, EB(Yi·); Θ
(t)), which is the conditional probability of site i’s occupancy. In

the previous equation, we use the i· subscript to indicate a random variable affecting all
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visits to site i. The expected joint log-likelihood is given in Equation 3.9 below.

Q =EP (Z|Y ,E)[logP (Y ,Z,E|X,U ,W )]

=EP (Z|Y ,E)

[ M∑
j=1

logP (Ej |Uj ;γ) +
N∑
i=1

[
logP (Zi|Xi;α)

Ti∑
t=1

logP (Yit|Zi,Wit, EB(Yit);β)
]]

=EP (Z|Y ,E)

{
M∑
j=1

[Ej log(vj) + (1− Ej) log(1− vj)]+

N∑
i=1

[
Zi log(oi) + (1− Zi) log(1− oi) +

Ti∑
t=1

log
[
EB(Yit)[Zi

˜P ex1 (Yit) + (1− Zi) ˜P ex0 (Yit)]+

(1− EB(Yit))[Zi
˜Pno1 (Yit) + (1− Zi) ˜Pno0 (Yit)]

]]}
(3.9)

There are three regularization parameters (λo, λd, λe) corresponding to the occu-

pancy, detection and expertise components of the ODE model. We regularize these

three components using the penalty term in Equation 3.10.

r(α,β,γ) = λo
1

2

|α|∑
i=2

α2
i + λd

1

2

|β|∑
i=2

β2i + λe
1

2

|γ|∑
i=2

γ2i (3.10)

In the M-step, EM determines the values of α, β and γ that maximize Equation

3.9. Using the gradients in Equations 3.11 - 3.13, we apply L-BFGS [53] to perform the

optimization. Equation 3.12 is representative of the other parameters βex0 , βno1 , and βno0 .

∂Q

∂α
=

N∑
i=1

∂Q

∂oi

∂oi
∂α

=
N∑
i=1

(P̃ (Zi = 1)− oi)Xi (3.11)

∂Q

∂βex1
=

N∑
i=1

Ti∑
t=1

∂Q

∂βexit

∂βexit
∂βex1

=
N∑
i=1

Ti∑
t=1

P̃ (Zi = 1)
EB(Yit)

˜P ex1 (Yit)(Yit − dexit )Wit

EB(Yit)
˜P ex1 (Yit) + (1− EB(Yit))

˜Pno1 (Yit)
(3.12)

∂Q

∂γ
=

M∑
j=1

∂Q

∂vj

∂vj
∂γ

=
M∑
j=1

(Ej − vj)Uj (3.13)
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An identifiability problem [71] arises when estimating ODE model parameters. This

identifiability issue causes two symmetric but distinct sets of parameter values to be

solutions to the EM procedure. While both of these solutions are mathematically valid,

one solution yields a model that is more consistent with real world assumptions than

the other. We address this issue by adding a constraint during training that biases EM

towards the more desirable solution. This constraint encodes the fact that experts always

have a higher true detection probability than false detection probability, meaning that

experts are more likely to detect a species when the site is truly occupied than falsely

detecting the species when the site is unoccupied.

3.2.4 Inference

The ODE model can be used for three main inference tasks: prediction of site occupancy

(Zi), prediction of observations on a checklist (Yit) and prediction of a birder’s expertise

(Ej). We describe these tasks in more detail below.

3.2.4.1 Prediction of site occupancy

Ecologists are most interested in the true species occupancy at a site. We can use the

ODE model to compute the probability that the site is occupied given the site features,

the detection history at that site, and the expertise features for each birder submitting

checklists at that site. Let Ei be the set of birders submitting checklists at site i and

let the expertise of the birders in Ei be unobserved. The occupancy probability of site

i can be computed using Equation 3.14.

P (Zi = 1|Xi,Yi·,Wi·,U) =
P (Yi·, Zi = 1|Xi,Wi·,U)∑

zi∈{0,1} P (Yi·, Zi = zi|Xi,Wi·,U)

=

∑
ei P (Yi·, Zi = 1,Ei = ei|Xi,Wi·,U)∑

zi∈{0,1}
∑
ei P (Yi·, Zi = zi,Ei = ei|Xi,Wi·,U)

(3.14)
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where

P (Yi·, Zi = zi,E
i = ei|Xi,Wi·,U)

= P (Zi = zi|Xi,α) ·
|Ei|∏
j=1

P (Eij = eij |Uj ;γ) ·
Ti∏
t=1

P (Yit|Zi = zi,Wit, E
i
B(Yit)

= eiB(Yit)
;β)

Although determining the true site occupancy is the most important inference tasks

for ecologists, ground truth on site occupancy is typically unavailable, especially in real-

world species distribution data. In order to compare different species distribution models,

the observation (i.e. detection) of a species at a site is often used as a substitute for

the true site occupancy. Therefore, in order to evaluate our ODE model, we evaluate its

performance on predicting Yit in section 3.2.4.2.

3.2.4.2 Predicting observations on a checklist

When predicting Yit, the expertise level of the birders is not recorded in eBird. As a

result, we treat the expertise node Ej as a latent variable. We compute the detection

probability Yit as shown in Equation 3.15.

P (Yit = 1|Xi,Wit,UB(Yit))

=
∑

zi∈{0,1}

∑
e∈{0,1}

P (Yit = 1, Zi = zi, EB(Yit) = e|Xi,Wit,UB(Yit)) (3.15)

where

P (Yit = 1, Zi = zi, EB(Yit) = e|Xi,Wit,UB(Yit))

= P (EB(Yit) = e|UB(Yit);γ) · P (Zi = zi|Xi;α) · P (Yit = 1|Zi = zi,Wit, EB(Yit) = e;β)

3.2.4.3 Predict birder’s expertise

In the eBird project, the expertise of the birders is typically unlabeled and prediction

of the expertise Ej for birder j can alleviate the burden of manually classifying the new

birders into experts and novices. Let Y j be the set of checklists that belong to birder

j (with Y j
it and Y j

i· extending our previous notation), let W j
it be the detection features
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for Y j
it and let Zj be the set of sites that birder j submitted checklists at. Since Zji is a

latent variable, we predict the expertise of birder j as shown in Equation 3.16.

P (Ej = 1|X,Y j ,W ,Uj) =
P (Ej = 1,Y j |X,W ,Uj)∑

ej∈{0,1} P (Ej = ej ,Y j |X,W ,Uj)

=

∑
zj P (Ej = 1,Y j ,Zj = zj |X,W ,Uj)∑

ej∈{0,1}
∑
zj P (Ej = ej ,Y j ,Zj = zj |X,W ,Uj)

(3.16)

where

P (Ej = ej ,Y
j ,Zj = zj |X,W ,Uj)

= P (Ej = ej |Uj ,γ)

|Zj |∏
i=1

P (Zji = zji |Xi,α) ·
|Y ji· |∏
t=1

P (Y j
it|Z

j
i = zji ,W

j
it, Ej = ej ,β)

3.3 Evaluation and Discussion

In this section, we evaluate the ODE model over two prediction tasks: predicting obser-

vations on a birder’s checklist and predicting the birder’s expertise level based on the

checklists submitted by the birder. In both evaluation tasks, we report the area under

the ROC curve (AUC) as the evaluation metric. We also include results from a contrast

mining task that illustrates the utility of the ODE model.

3.3.1 Data description

The eBird dataset consists of a database of checklists associated with a geographic site.

Each checklist belongs to a specific birder and one checklist is submitted per visit to

a site by a birder. In addition, each checklist stores the counts of all the bird species

observed at that site by that birder. We convert the counts for each species into a

Boolean presence/absence value. A number of other features are also associated with

each site-checklist-birder combination: 1) the occupancy features associated with each

site, 2) the detection features associated with each observation (which is an entry in

a checklist for that specific bird species), and 3) the expertise features associated with

each birder. The observation history of each birder is used to construct two expertise

features – the total number of checklists submitted and the total number of bird species
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Table 3.3: Occupancy, Detection and Expertise features in eBird data set.

Occupancy Features Comments

Population Population per square mile.
Housing density Number of housing units per square mile.
Housing percent vacant Percentage of housing units.
Elevation Elevation in meters from National Elevation Dataset.
Habitat X Percent of surrounding landscape that is habitat class

X. There are 15 habitat classes.

Detection Features Comments

Time of day Time when observation started, ranging over [0; 24).
Observation duration Duration of observation for the checklist, in hours.
Route distance Distance traveled during observation period, in kilo-

meters.

Expertise Features Comments

Number of Checklists Number of checklists submitted by a birder.
Number of species Number of species identified by a birder.

identified. Table 3.3 shows 19 occupancy features, 3 detection features and 2 expertise

features we use in the experiment. For more details on the occupancy and detection

features, we refer the readers to the eBird Manual [60].

In our experiments we use eBird data from New York state during the breeding season

(May to June) in years 2006-2008. We choose the breeding season because many bird

species are more easily detected during breeding and because the population closure

assumption is reasonably valid during this time period. Furthermore, we group the

checklists within a radius of 0.16 km of each other into one site and each checklist

corresponds to one visit at that grouped site. The radius is set to be small so that the

site occupancy is constant across all the checklists associated with that grouped site.

Checklists associated with the same grouped site but from different years are considered

to be from different sites. We train on a training set with the expertise of birders

hand-labeled by ornithologists working with the eBird project at the Cornell Lab of

Ornithology. The birder expertise was determined through a variety of methods including

personal contact, reputation in the birding community, number of checklists rejected

during the data verification process, and manual inspection of checklists submitted to

eBird. This training set consists of 32 expert birders (with 2352 checklists in total) and
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Table 3.4: Bird species in each group.

Category Bird Species

Group A Blue Jay
White-breasted Nuthatch
Northern Cardinal
Great Blue Heron

Group B Brown Thrasher
Blue-headed Vireo
Northern Rough-winged Swallow
Wood Thrush

Group C Hairy Woodpecker
Downy Woodpecker
Purple Finch
House Finch

88 novice birders (with 2107 checklists in total).

There are roughly 400 bird species that have been reported over the NY state area.

Each bird species can be considered a different prediction problem. We evaluate our

results over 3 groups with 4 bird species each as shown in Table 3.4. Group A consists

of common bird species that are easily identified by novices and experts alike. Group B

consists of bird species that are difficult for novices to detect. Experts typically detect

Brown Thrashers, Blue-headed Vireos and Wood Thrushes by sound rather than sight.

The Northern Rough-winged Swallow is extremely hard to identify because it flies very

quickly and has subtle distinguishing traits that novices are usually unfamiliar with.

Finally, Group C consists of two pairs of birds – Hairy and Downy Woodpeckers and

Purple and House Finches. Novices typically confuse members of a pair for each other.

3.3.2 Task 1: Prediction of observations on a checklist

Since the occupancy status of the site Zi is not available, we can use the observation

of a bird species as a substitute. We evaluate the accuracy of the ODE model when

predicting detections versus two other baseline models: a Logistic Regression model that

does not separate the occupancy and the detection process and the classic OD model

found in the ecology literature.
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Evaluating predictions on spatial data is a challenging problem due to two key issues.

First, a non-uniform spatial distribution of the data introduces a bias in which small

regions with high sampling intensity have a very strong influence on the performance

of the model. Secondly, spatial autocorrelation allows test data points that are close to

training data points to be easily predicted by the model. To alleviate the effects of both

of these problems, we superimpose a 9-by-16 checkerboard (each grid cell is roughly a

50 km x 33 km rectangle) over the data. The checkerboard grids the NY state region

into black and white cells. Data points falling into the black cells are grouped into one

fold and those falling into the white cells are grouped into another fold. The black and

white sets are used in a 2-fold cross validation. We also randomize the checkerboarding

by randomly positioning the bottom left corner to create different datasets for the two

folds. We run 20 such randomization iterations and within each iteration, we perform a

2-fold cross validation. We compute the average AUC across all 20 runs and show the

results in Table 3.5. Boldface results indicate the winner, ? and † indicate ODE model

is statistically significant better than LR and OD model with paired t-test.

We use a validation set to tune the regularization terms of three different models.

Data in one fold is divided into a training set and a validation set by using a 2-by-2

checkerboard on each cell. More specifically, each cell is further divided into a 2-by-2

subgrid, in which the top left and bottom right subgrid cells are used for training and

the top right and bottom left subgrid cells are used for validation. We evaluate all com-

binations of values {0, 0.001, 0.01, 0.1, 1} for the regularization terms on the validation

set, using the set of values that produce the best AUC on the validation set. For values

of the regularization term less than 0.01, the results do not change by much.

1. Logistic Regression Model (LR): A typical machine learning approach to this

problem is to combine the occupancy and detection features into a single set of features

rather than separating occupancy and detection into two separate processes and mod-

eling occupancy as a latent variable. Since we are interested in the benefit of distinctly

modeling occupancy and detection by having occupancy as a latent variable, we use a

baseline of a Logistic Regression model. Logistic Regression is a special case of a GLM,

which is a common class of methods used for SDM by ecologists [2].

To set up this baseline algorithm, we use two LR models. The first LR model pre-

dicts the expertise of a birder using the expertise features of that birder. The probability
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of the birder being an expert is then treated as a feature associated with each checklist

from that birder. The second LR predicts the detection Yit using the occupancy features,

detection features and the expertise probability computed from the first LR. We regu-

larize those two LR models with L2-norm. Again we evaluate all combinations of values

{0, 0.001, 0.01, 0.1, 1} on the validation set and pick up the set of values that generate

the best AUC.

2. OD Model: In order to incorporate birder expertise in the OD model, we also

employ a LR to predict the birder expertise from the expertise features. We treat the

probability of the birder being an expert as another detection feature associated with

each checklist from that birder. Then, we use EM to train the OD model. To pre-

dict a detection, we first compute the expertise probability using coefficients from the

first LR and then predict the detection as in Equation 3.17 using the occupancy fea-

tures, detection features and the predicted expertise as an additional detection feature.

There are three regularization parameters corresponding to the first LR model, occu-

pancy component and detection component of the OD model. Similarly we use L2-norm

for all three regularization terms. The best set of values in all combinations of values

{0, 0.001, 0.01, 0.1, 1} are chosen based on the validation set.

P (Yit = 1|Xi,Wit;α,β) =
∑

zi∈{0,1}

P (Zi = zi|Xi;α)P (Yit = 1|Zi = zi,Wit;β)

= P (Zi = 1|Xi;α)P (Yit = 1|Zi = 1,Wit;β)

(3.17)

3. ODE Model: The ODE model is trained using EM and the prediction of the

detection random variable Yit is based on Equation 3.15. The birder expertise is observed

during training but unobserved during testing.

Since true site occupancies are typically not available for real-world species distri-

bution data sets, predicting species observations at a site is a reasonable substitute for

evaluating the performance of a SDM. Table 3.5 indicates that the top performing model

over all 12 species is the ODE model. The ODE model offers a statistically significant

improvement over LR in all 12 species and over the OD model in 10 species. The two

main advantages that the OD model has over LR are that it models occupancy separately

from detection and it allows checklists from the same site i to share evidence through
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Table 3.5: Average AUC for predicting detections on test set checklists for bird species.

Group A Bird Species LR OD ODE

Blue Jay 0.6726 0.6881 0.7104?†

White-breasted Nuthatch 0.6283 0.6262 0.6600?†

Northern Cardinal 0.6831 0.7073 0.7085?

Great Blue Heron 0.6641 0.6691 0.6959?†

Group B Bird Species LR OD ODE

Brown Thrasher 0.6576 0.6920 0.6954?

Blue-headed Vireo 0.7976 0.8055 0.8325?†

Northern Rough-winged Swallow 0.6575 0.6609 0.6872?†

Wood Thrush 0.6579 0.6643 0.6903?†

Group C Bird Species LR OD ODE

Hairy Woodpecker 0.6342 0.6283 0.6759?†

Downy Woodpecker 0.5960 0.5622 0.6183?†

Purple Finch 0.7249 0.7458 0.7659?†

House Finch 0.5725 0.5809 0.6036?†

the latent variable Zi. However, in 3 species, the OD model performs worse than the

LR model. This decrease in AUC is largely due to the fact that the OD model does

not allow for false detections. In contrast to the OD model, the ODE model allows for

false detections by both novices and experts and it can incorporate the expertise of the

observer into its predictions. Since the ODE model consistently outperforms the OD

model, the improvement in accuracy is mainly due to these two advantages.

3.3.3 Task 2: Prediction of birder’s expertise

Automated prediction of a birder’s expertise can alleviate the onerous task of manually

classifying a new birder as an expert or novice. In this experiment, we compare the ODE

model with a Logistic Regression to predict the birder’s expertise.

1. Logistic Regression Model (LR): To train a LR to predict a birder’s exper-

tise, every checklist is treated as a single data instance. The set of features for each

data instance include occupancy features, detection features, and expertise features. To

predict the expertise of a new birder, we first retrieve the checklists submitted by the

birder, predict the birder’s expertise on each checklist using LR, and then the predictions
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of expertise on each checklist are averaged to give the final probability. Again we use

L2-norm to regularize the LR model and choose the best value in {0, 0.001, 0.01, 0.1, 1}
based on the validation set.

2. ODE Model: The ODE model is trained using EM and the prediction of birder’s

expertise is based on Equation 3.16.

We evaluate on the same twelve bird species using a 2-fold cross validation across

birders. We randomly divide the expert birders and novice birders into half so that

we have an equal number of expert birders as well as novice birders in the two folds.

Assigning birders to each fold will assign checklists associated with each birder to the

corresponding fold. We use a validation set to tune the regularization terms of both the

LR model and the ODE model. Of all birders in the “training” fold, half of the expert

birders and the novice birders in that fold are randomly chosen as the actual training

set and the other half serve as the validation set. We tune the regularization terms of

both the LR model and the ODE model using the range of values {0, 0.001, 0.01, 0.1, 1}
over each of the regularization parameters. Finally, we run 2-fold cross validation on

the two folds and compute the AUC. For each bird species, we perform the 2-fold cross

validation using 20 different random splits for the folds. In Table 3.6 we tabulate the

mean AUC for each species, with boldface entries indicating the winner and ? indicating

statistically significant improvement using paired t-test.

When predicting expertise, the ODE model outperforms LR on all species except for

White-breasted Nuthatch as shown in Table 3.6. The ODE model’s results are statistically

significant for Group B birds species, which are hard to detect, but not significant for

Group A birds, which are common and much more obvious to detect. For Group C, the

ODE model results are statistically significant for Hairy Woodpeckers, Purple Finches

and House Finches. These results are consistent with behavior by novice birders. Both

Purple Finch and Hairy Woodpeckers are rarer and experienced birders can identify

them. In contrast, novices often confuse House Finches for Purple Finches and Downy

Woodpeckers for Hairy Woodpeckers. Overall, the AUCs for most species are within the

0.70-0.80 range, which is an encouraging result for using the ODE model to predict the

expertise of a birder.
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Table 3.6: Average AUC for predicting birder expertise on a test set of birders for bird
species.

Group A Bird Species LR ODE

Blue Jay 0.7265 0.7417?

White-breasted Nuthatch 0.7249 0.7212
Northern Cardinal 0.7352 0.7442
Great Blue Heron 0.7472 0.7661

Group B Bird Species LR ODE

Brown Thrasher 0.7523 0.7761?

Blue-headed Vireo 0.7869 0.7981
Northern Rough-winged Swallow 0.7792 0.8052?

Wood Thrush 0.7675 0.7937?

Group C Bird Species LR ODE

Hairy Woodpecker 0.7056 0.7334?

Downy Woodpecker 0.7223 0.7307
Purple Finch 0.7481 0.7739?

House Finch 0.7279 0.7403?

3.3.4 Task 3: Contrast mining

In this contrast mining task, we identify bird species that are over/under reported by

novices compared to experts. We compare the average ∆TD values for Groups A and B,

where ∆TD is the difference of the true detection probabilities between expert and novice

birders. We expect experts and novices to have similar true detection probabilities on

species from Group A, which correspond to common, easily identified bird species. For

Group B, which consists of species that are hard to detect, we expect widely different

true detection probabilities. In order to carry out this case study, we first train the ODE

model over all the data described in Subsection 3.3.1 for a particular species. Then for

each checklist, we compute the difference between the expert’s true detection probability

and the novice’s true detection probability. We average this value over all the checklists.

The results are shown in Table 3.7.

In the contrast mining task, the results in Table 3.7 indicate that experts and novices

appear to have very similar true detection probabilities for the common bird species in

Group A. However, for the hard-to-detect bird species in Group B, the difference between

the true detection probabilities of experts and novices are much larger. These results
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Table 3.7: Average ∆TD for Group A and B.

Group A Bird Species Average ∆TD

Blue Jay 0.0118
White-breasted Nuthatch 0.0077
Northern Cardinal -0.0218
Great Blue Heron 0.0110

Group B Bird Species Average ∆TD

Brown Thrasher 0.1659
Blue-headed Vireo 0.1158
Northern Rough-winged Swallow 0.1618
Wood Thrush 0.0954

show that the ODE model is a promising approach for contrast mining, which can identify

differences in how experts and novices report bird species.

3.4 Conclusion

We have presented the ODE model that has distinct components that capture occu-

pancy, detection and observer expertise. We have shown that it produces more accurate

predictions of species detections and birder’s expertise than other models. More impor-

tantly, we can use this model to find differences between expert and novice observations

of birds. This knowledge can be used to inform citizen scientists who are novice birders

and thereby improve the reliability of their observations.
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Chapter 4: Automated Data Verification in a Large-scale Citizen

Science Project: a Case Study

4.1 Introduction

Recruiting volunteers in broad-scale citizen science projects to gather biodiversity in-

formation can generate enormous quantities of data across broad spatial and temporal

domains [80]. However, maximizing the information gathered from citizen-science data

depends on finding the proper balance between data quantity and quality [40]. Data

quantity is essential because obtaining sufficient volumes of data of low per-datum in-

formation can contain as much information as data with high information content but

gathered in smaller amounts [59]. Due to the importance of data quality, citizen science

projects must take into consideration the ease of the data gathering process, the abil-

ity to limit data entry errors and identify questionable observations, and the offering of

incentives to contributors to submit high-quality observations [84].

The most significant data quality issue in broad-scale citizen-science is individual vari-

ability in detection and classification of organisms to species. While large citizen-science

projects can engage a broad network of tens of thousands of individuals contributing

their observations, each participant has different identification skills. Data collected by

inexperienced citizen scientists is often of lower quality due to their lack of expertise in

accurately detecting and identifying organisms. On the other hand, data collected by

experts is much more accurate though not completely free of mistakes.

The eBird project has characteristics that make it distinct from other citizen science

projects and thus require novel approaches for improving data quality. First, citizen

scientists in the eBird project collect the actual data, rather than annotating data that

has already been collected (e.g. unlike in [52]). Since observers vary greatly in skill

and effort expended, their observations cannot be simply accepted as ground truth.

Second, eBird is a high-volume and low per-datum information system, meaning that a

wider geographic area may have multiple observations from many observers. Although

these observations are rarely from the exact same location and time (making the multiple
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observers strategy for improving data quality not viable for eBird), the broad spatial and

temporal scale of eBird, allows the emergence of general observational patterns which

can be effective for detecting outliers and assessing the reliability of the data collected.

Our strategy for addressing data quality in eBird project is to examine contributions

from many citizen scientists in a given geographic region. We can then identify general

observational patterns for a specific geographic region, which allows for quality filters

to emerge from the data. Furthermore, the expertise level of a citizen scientist can be

used to screen that individual’s contributions to a broad-scale citizen-science project.

For instance, if an individual is a novice and he is frequently reporting rare, difficult-to-

detect birds, then his records may be flagged more frequently for review than an expert’s

records. However, the expertise level of a participant needs to be estimated, which can

be accomplished by using data mining techniques based on their historical observations.

Thus, the challenge is to identify outliers (i.e. observations of a species that is unusual

for a location or date) and categorize these outliers as either unusual valid observations,

or mis-identified (invalid) observations.

In this work, we describe a case study in which we evaluate the effectiveness of an

automated data filter using eBird as our exemplar broad-scale citizen science project

[80]. Our automated data filter combines two parts – an emergent filter, derived from

observed frequency patterns in the data, and a data quality model from our prior work

[86] that predicts the observer’s expertise. This observer expertise model was previously

only evaluated on its ability to predict observer expertise and species observations. Our

current work applies the observer expertise model from [86] for a different purpose –

namely that of data quality control. The main contribution of our current work is the

evaluation of the effectiveness of the overall automated data filter in a retrospective

study using data from Tompkins Co., NY. This evaluation of data quality control, which

was not performed in [86], is particularly challenging for eBird because there is no real

ground truth (i.e. it is never known whether all species at a given location were detected

and identified by the observer). Nevertheless, we will show that the observer expertise

model combined with the emergent filter produces encouraging results for improving the

data quality for a broad-scale citizen science project.
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4.2 Methodology

In this section, we first describe the expert-defined filter in eBird and illustrate the

challenges due to the tremendous growth of observations submitted to eBird. Then, we

describe the two-step automated data filter, which helps address the challenges of the

expert-defined filter.

4.2.1 Expert-defined filter

A network of bird distribution experts volunteer their time to create expert-defined filters

to provide the basis of generating regional-specific checklists of birds for data submission.

These experts have a thorough knowledge of the seasonal patterns of bird occurrence for

a specific region. Based on this knowledge, a regional checklist filter delineates, when

and how many of each species are expected in that region. If a contributor wants to

submit a species that is not on the checklist they must take an active additional step

to report a species that would not normally be expected and this record is flagged for

review. Expert-defined filters can be for an area as large as a country or as small as a

nature preserve. Presently eBird project employs more than 1200 expert-defined filters.

A network of more than 550 volunteers review flagged records in eBird. Areas covered

by an editor range from an entire country (Central and South America), to a single county

in parts of the US and Canada. The reviewers contact those individuals who submitted

flagged records to obtain additional information, such as field notes or photographs, in

order to confirm unusual records. In 2010, 4% (720k observations) of the 18 million

observations submitted to eBird were flagged for review, and 1.5% (11k observations)

were marked as invalid following review. All records, their flags and their review history

are retained in the eBird database.

Depending on the region and time of year, an editor will review 15-1500 records per

week (average of 200). About 80% of these records can be reviewed fairly quickly in

5-10 seconds. Other records require following up with the observer and asking for more

details. While the process is semi-automated, it usually takes 2-5 minutes to review each

record. About 1% of these records will require even more time, as the editor will follow

up with the observer in a series of emails, explaining what species was more likely and the

review process, and answering questions they may have. These communications between
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the reviewers and participants are the most frequent discussions eBird participants have

with people from eBird.

There are three major data quality challenges faced by the eBird project. First, given

the large variability of participants’ expertise, invalid observations must be accurately

identified to improve data quality. Second, the current expert-defined filters have gener-

ated an enormous volume of observations for review, which overwhelms the network of

volunteer editors. This problem becomes even more severe with the tremendous growth

of observations submitted to eBird as illustrated in Figure 2.1. Finally, due to the ex-

pansion of eBird, data filters need to be created for new regions without existing regional

experts.

4.2.2 Automated data filter

The automated data filter consists of two components: the emergent data filter and the

data quality model, both of which we will describe in the following subsections.

4.2.2.1 Emergent data filter

The eBird database currently holds more than 100 million bird observations. These

historical records can be used to filter unusual observations that require review, but

allow entry of expected species within the expected times when species should occur.

In particular, we can use the large volume of historical observations from eBird as the

basis for automatically generating regional checklists. We replace the expert-defined data

filters with data-driven filters that emerge from the historical data to generate regional

checklists and identify unusual observations.

The emergent data filter in eBird project is based on the frequency of reporting

a species. The frequency is calculated as the number of checklists that reported the

species divided by the total number of checklists submitted for a specific region. These

frequencies are easily updated as new data is reported, and thus the emergent filters

are constantly updated. The result is a measure of the likelihood of observing a specific

species within that region. Since each observation contains details of where and when a

bird was detected, we can calculate the frequencies of bird occurrence at any spatial level

and for any date of year. Figure 4.1 shows an example of Chipping Sparrow’s weekly
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Figure 4.1: The weekly occurrence frequency for Chipping Sparrow in Tompkins Co.,
NY.

occurrence frequency across a year window in Tompkins Co., NY. The Chipping Sparrow

(Spizella passerina) is a common breeding bird in upstate New York, but departs the

region in the fall and rarely occurs in winter.

For any specific region (e.g. county) and date, the emergent data filter automatically

identifies unusual observations as follows: the frequency of occurrence estimates is made

for all species that have been reported to eBird for that region and for that day of year.

The frequency is then used to generate an online checklist by including all species whose

occurrence frequency is past a threshold (e.g. 5%). The emergent data filter flags the

observations of species falling below the threshold and processes the observations with

the data quality model.

4.2.2.2 Data quality model

The eBird data are provided by tens of thousands of observers with a wide range of

expertise in identifying birds and with variable effort made in contributing to eBird. For

example, at one extreme, several thousand observers with high identification skill levels

contribute “professional grade” observations to eBird, whereas at the other extreme tens

of thousands of participants contribute data of more variable quality. While there is

much variability in the number of checklists that eBird volunteers submit, the top third

of eBird contributors submit more than 90% of all data. Although the identification
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skills of this subset of contributors are unknown, it is probably skewed to the more

skilled because individuals who regularly contribute tend to become better observers

[26].

This inter-observer variation must be taken into account during analysis because valid

outlier observations (i.e. those observations that are unusual but valid) could provide

potentially important information on unique or changing patterns of occurrence. Since

eBird engages a significant number of skilled observers who are motivated to detect rare

species or are skilled in detecting elusive and cryptic species, being able to accurately

distinguish their observations from those of less-skilled observers is crucial. The challenge

is to obtain an objective measure of observer expertise that can be used to classify unusual

observations.

In this case study, we investigate using a data quality model based on an observer’s

predicted expertise. In order to predict expertise, we use the Occupancy-Detection-

Expertise (ODE) model from Chapter 3 because it was successful at accurately predicting

an observer’s expertise. Once we learn the ODE model from eBird data, we can perform

inference to predict a birders’ expertise based on their submissions. More details on

predicting a birder’s expertise is given in Section 3.2.4.3.

4.3 Evaluation

4.3.1 Data description

For this case study we analyzed eBird data from Tompkins Co., which is an average

sized county (1,270 km2) in the ecologically rich Finger Lakes Region of west-central

NY. Participation in eBird is high in this county, with more than 48,000 checklists

representing almost 700,000 observations. A regional expert developed a checklist filter

for this county, which was the basis for all following comparisons. To evaluate the expert-

defined filter and automated data filter, we applied both filters to eBird data collected

from January 1, 2003 to June 23, 2011.
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4.3.2 Emergent data filter

To generate the emergent data filter, we calculated the frequency of occurrence based on

all data reported for that species at the county level and date range, and compared with

eBird submissions. This frequency was calculated as follows. First, a day-of-year value

was assigned to each checklist ranging from 1 to 365, and then a raw daily frequency was

associated with this day. However, there were large variations in the raw daily frequency,

which ranged from 3 to 125 checklists. To account for this variation, we replaced each

raw daily frequency with a value computed by taking the highest raw daily frequency of a

day within a sliding 7-day window (3 days before to 3 days after the current day). In this

study, we calculated the day-of-year frequencies for every species observed in Tompkins

Co., NY based on eBird data gathered from 2003 to 2011. We used a frequency threshold

of 5%.

4.3.3 Estimating an observer’s expertise level

For our analysis, we used observations from the original eBird Reference Data [60] from

New York State during May-July in years 2009 and 2010. To train the ODE model, we

used the observations from a list of birders with their expertise levels labeled. The eBird

project leaders manually labeled the expertise of these birders using a variety of criteria

including personal knowledge of the birder, the number of misidentified observations,

the frequency of poor spatial accuracy in checklist submissions and manual inspection of

their eBird submissions. There were a total of 134 expert birders and 229 novice birders

used to train the ODE model.

We divided the checklists into training and test sets according to the observers sub-

mitting them. Birders that submitted checklists from Tompkins Co. in 2009 and 2010

were placed into an independent test set while labeled birders were placed into a training

set. The test set consisted of 176 birders. We trained the ODE model and then used the

trained model to predict the probability of a birder from the test set being an expert.

To get a more reliable estimation of observer expertise, we applied the ODE model to 18

species (8 common species and 10 uncommon species) and the final expertise prediction

was based on the average score over all 18 species.
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4.4 Results and Discussion

4.4.1 Emergent data filter

In all cases examined, the expert-defined checklist filters for Tompkins Co. accepted

observations over a broader temporal window than the emergent data filters. Three

general categories for the expert-defined filter were apparent. First, an expert may have

had a particular interest or knowledge of certain species and these filters could be very

accurate (e.g. Figure 4.3 A American Tree Sparrow Jan. - May). Second, the expert-

generated filter may accurately describe the bird’s biology, which may be quite different

from what eBird contributors report. For example, Chipping Sparrows (see Figure 4.3 B)

are a common breeding bird in Tompkins Co., which are often found in close proximity to

lawns and gardens, and have a very distinctive plumage and song. However, immediately

after the breeding season (end of July) they stop singing, disperse, and begin to molt

into a less distinctive plumage. They become more cryptic and harder to detect, which

would lower the probability that they are reported to eBird. The final category included

expert-defined filters that accepted observations, even when it was very unlikely that

the bird would be encountered. For example, although expert filters allowed either

Swamp or Savannah Sparrow to be reported for any month of the year in Tompkins Co.,

observations falling outside the typical pattern of occurrence, especially during winter,

should be reviewed.

For the emergent data filter, the temporal resolution and the 5% threshold in fre-

quency created a more conservative window of occurrence than that developed by the

expert-defined filter. Since the emergent data filters were based on observer submissions,

they matched the patterns of when most eBird volunteers reported a particular species

for Tompkins Co. However, the emergent data filters significantly increased the number

of flagged records. The emergent data filters flagged more than 35425 observations for

review, compared to 4006 observations that were flagged by the expert-defined filters.

We conclude that the emergent data filters set at a 5% cut-off accurately represented

the patterns of reporting to eBird for the majority of observations, and allowed the easy

identification of any outliers. However, it was a very conservative filter, which resulted

in a significant increase in the number of flagged records that a regional editor must

review. If the automated frequency filter alone were employed, it would lead to a greatly
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increased workload for the regional editors. One alternative for reducing the number of

flagged records would be to make the filter less conservative (e.g. set the cutoff to be

3% of detections), but this would increase the possibility of allowing misidentifications

to become part of eBird database.

Figure 4.2: An illustration of the time periods covered by the expert-defined filter (light
grey bar) and the emergent filter (dark grey bar). Observations falling with the bars are
automatically accepted. Observations falling outside of the bars are flagged for review.

Figure 4.2 represents a schematic of the expert-defined filter and emergent data filter

for a single species. Observations falling outside of the bars were flagged for review. As

was mentioned previously, in our data, the emergent filter was always a shorter window of

acceptance than the expert-defined filter and was thus more conservative. The emergent

and expert-defined filters in Figure 4.2 created three distinct regions labeled A, B, and

C that we will use in our discussion of evaluation metrics. Records falling in region

A were not flagged by both filters and added to the eBird database without review.

Since these records were not reviewed, we did not have information about the actual

misidentifications in region A. However, the number of actual misidentifications in region

A will be identical for both the emergent and expert-defined filters.

Second, records falling in region B were flagged by the emergent filter but not by

the expert-defined filter. The region B corresponded to a time period in which misiden-

tifications were common, such as after a particular bird species departed for migration

and before their return. Since these records in Region B were also not reviewed in our

retrospective analysis, we did not have ground truth about actual misidentifications

Finally, records falling in region C were flagged by both filters. Unlike for regions A

and B, these records were in fact reviewed by experts and then designated to be either
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valid and added to eBird or designated invalid and discarded. We used the validity of

these records as a measure of the accuracy of a filter in region C.

4.4.2 The automated data filter

In Figures 4.3, we illustrate the ODE model predictions of expertise in relation to records

flagged by the two filters. What is most striking is how individuals with a low level of

eBird expertise tended to report both American Tree Sparrow and Chipping Sparrow

outside their typical windows of occurrence more frequently. These two species are

very similar looking sparrows that are attracted to bird feeders and easily observed.

Many inexperienced observers confuse these species, and misidentification is a problem

particularly at their first seasonal arrival. The observers of low predicted expertise

reported more American Tree Sparrows earlier in fall than observers of high predicted

expertise, and their observations fell outside the general patterns of the frequency graphs.

This example shows the significant contribution that the automated filter process could

have for identifying outlier reports for birds that are relatively common, and which would

normally pass as valid records under the expert-defined filter model.

Table 4.1 provides examples of a variety of bird species with difference occurrence

patterns in Tompkins Co. and the percent of expert/novice observations that were

flagged by the emergent filter. These results indicate that expert observers tend to

identify more unusual birds than novice observers. Use of the automated data filter

would significantly reduce the number of flagged records that must be reviewed since it

accepts records from expert observers.

Table 4.2 shows the number of flagged records from all three filters. The emergent

data filter significantly increased the total number of observations for review to 35425,

but when the emergent filter was combined with the ODE model in the automated data

filter, the number of flagged records decreased by 93% to 2303. When compared to the

expert-defined filter, the automated data filter decreased the number of flagged records

by as much as 43%, showing the potential of the automated data filter for substantially

reducing the workload of reviewers. Under current expert-defined filters, each reviewer

spends approximately 5 hours per week reviewing flagged records; this cost reduces to

2.85 hours (i.e. 2.15 hours saving per week) with the automated data filter. These

savings become even larger due to the fast growth of eBird project.
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(A)

(B)

Figure 4.3: Flagged observations for (A) American Tree Sparrow and (B) Chipping
Sparrow in Tompkins Co., NY. The time periods of the emergent filter (dark grey) and
the expert-defined filter (light grey) are shown as horizontal bars on the bottom. Any
observations falling outside of the emergent filter were flagged for review and are shown
as triangles (from novices) or circles (from experts). Valid observations are shaded black
while invalid observations are white.
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Table 4.1: Example of 9 bird species with different occurrence patterns in Tompkins Co.,
NY. The second and the third columns are the percentage of expert/novice observations
flagged by the emergent filter.

Bird Species Number of ob-
servations

% Expert % Novice

Common Raven1 448 96 4
Pine Siskin2 128 97 3
Acadian Flycatcher3 61 82 18
Savannah Sparrow3 86 79 21
Black-throated Blue Warbler3 128 77 23
Cerulean Warbler4 91 65 35
Wilson’s Warbler5 65 77 23
Ruby-crowned Kinglet5 41 83 17
Hermit Thrush6 162 88 12
1Species that occur year round at frequencies below the emergent filter.
2Species that occur periodically in the county.
3Species that are locally common breeders in the county.
4Species that are locally uncommon breeders in the county.
5Migrant species that are locally common when they pass through the county.
6Species that are locally common breeders and uncommon throughout the year.

Although the automated data filter can substantially reduce the number of records to

be reviewed, it must also not carelessly discard any truly erroneous records that should

indeed be reviewed. In order to measure the accuracy of the automated data filter in

our retrospective analysis of eBird data from Tompkins Co., we compared how many of

the records in region C were designated as valid or invalid after being reviewed. Figure

4.4 (left) illustrates the fraction of valid and invalid records among all the records in

region C, and then the amounts broken down by experts and novices (middle and right

pie charts). Only 137 flagged records (5%) from experts were invalid, while 848 records

(65%) from novices were invalid. The automated data filter would have allowed the

137 flagged expert records to pass through, but all 848 novice records would have been

flagged.

The analysis above only covers region C and gives a partial picture as to the accuracy

of the automated data filter as the 2303 records flagged by the automated data filter are

in both regions B and C. Records in region B were not reviewed, and as a result, we did
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Table 4.2: The number of flagged records from Tompkins Co., NY and the estimated
number of hours needed to review them.

Filter Type Number of flagged
records

Estimated number
of hours to review

Expert-defined filter 4006 101 hrs
Emergent data filter 35425 890 hrs
Automated data filter 2303 58 hrs

Figure 4.4: The fraction of valid and invalid records among all records in region C (left),
then broken down by expert records (center) and by novice records (right). The number
of records in each pie slice is shown in parentheses.

not have any ground truth as to their validity. However, we can estimate the number of

invalid records by making the assumption that, as in region C, novices submitted invalid

records 65% of the time. This assumption is conservative because misidentifications

tend to increase in region B as compared to region C. Under this assumption, 65% of the

2303 records flagged by the automated data filter were invalid (i.e. 1497 records). This

amount is higher than the 985 invalid observations flagged by the expert-defined filter by

as much as 52%, thus showing how effective the automated data filter is at identifying

truly erroneous outliers.

4.5 Conclusion

Data quality is a major challenge in any sensor network, especially when the sensor

network consists of a massive number of volunteer observers that have differing abilities

to accurately identify birds. This paper assessed the performance of a more automated
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process for addressing a major data quality need in broad-scale citizen-science projects:

filtering misidentified organism occurrences. Our automated data filter was based on

both the patterns of submissions within a predefined spatial and temporal extent, as

well as the contributor’s skill level.

We presented the results of applying the automated data filter retrospectively to

historical records from Tompkins Co., NY. Our automated data filter allowed us to

reduce the workload of reviewers by about 43% as compared to the existing expert-

defined filter, which results in about 2.15 hours savings per week for a reviewer. The

automated data filter also identified as many as 52% more invalid outliers than the

expert-defined filter. These results demonstrate that our automated process has the

potential to play a critical role in improving data quality in broad-scale citizen-science

projects.
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Chapter 5: Clustering Species Accumulation Curves to Identify

Groups of Citizen Scientists with Similar Skill Levels

5.1 Introduction

Citizen science is a paradigm in which volunteers from the general public collect scien-

tifically relevant data. This paradigm is especially useful when the scope of the data

collection is too broad to be performed only by trained scientists. Our work is in the

context of the eBird project [80, 47], which relies on a global network of citizen scientists

to record checklists of bird observations, identified by species, through a protocol-driven

process. These checklists are submitted via the web and compiled by the Cornell Lab

of Ornithology, forming one of the largest biodiversity datasets in existence, with over

140 million observations reported by 150,000 birders worldwide. This data plays an

important role in ecological research [40] and conservation [63].

With such a large volume of data submitted by volunteers, data quality is an on-

going concern. The current eBird system employs a regional filter based on expected

occurrences of each species at specific times of the year. This filter flags anomalous

observations and any flagged records are reviewed by a large network of volunteer re-

viewers. Observations are discarded if they do not pass the review stage; otherwise the

data is accepted to the database.

To better leverage the citizen science data, it is important to cluster citizen scientists

by their skill levels. Identifying groups of citizen scientists with similar skill levels can

help understand behaviors between different groups of citizen scientists [73], develop

automated data quality filters [85] and build more accurate species distribution models

[86]. However, grouping citizen scientists by their skill levels can be challenging in some

citizen science projects.

In a citizen science project, participants may play the role of either a processor or a

sensor. When citizen scientists act as processors, the same processing tasks are usually

repeated and multiple volunteers can be assigned to work on the same task by design. For

example, Zooniverse [74] uses volunteers as processors by having them classify or extract
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information from images. The validation of the process can be through consensus of

responses, or directly from an expert [75]. Thus the skill level of a citizen scientist

can be measured based on the validity of one’s finished tasks, allowing us to group

participants based on their skill levels.

However, grouping citizen scientists is challenging when they act as sensors in a citi-

zen science project. When they act as sensors, ground truth is rarely available and events

can neither be repeated nor independently observed. Since their skill levels can not be

measured by validating their finished tasks, it is challenging to group citizen scientists

in citizen projects like eBird. In eBird, participants actively collect bird observational

data over a broad spatial and temporal extent. Most sites are surveyed by a few par-

ticipants, and there is no ground truth of species occupancies at a site to validate one’s

submissions.

In this work, we propose to identify a citizen scientist’s skill level using species ac-

cumulation curves (SACs) [34]. In ecology, the SAC is a graph plotting the cumulative

number of unique species observed as a function of the cumulative effort expended (e.g.

time). SACs are typically used in the ecological literature to quantify species richness and

to identify significant areas for conservation [9]. However, we repurpose the use of SACs

as an effective measure of an observer’s skill level to detect species. Intuitively, skilled

birders rely on both sound and sight to identify bird species and thus are able to identify

more species per unit time than inexperienced birders, resulting in a steeper SAC. Our

previous study in the eBird project showed that SACs could distinguish eBird observers

with different levels of participation and capture the evolution of eBird participants’

skills over time.

Our goal is to identify distinct groups of eBird participants that are at similar skill

levels. To accomplish this, we develop a mixture model to cluster the SACs of eBird par-

ticipants and propose a learning algorithm based on Expectation-Maximization. These

clusters can be used to classify birders into different skill levels, which can then be used

to develop automated data quality filters [85] and to track how the skills of individual

birders evolve over time. In our empirical study, we apply our clustering algorithm to

eBird data and show that the skill levels corresponding to the resulting clusters are

meaningful. Although we focus on eBird data in this study, the mixture model can be

easily applied to other citizen science projects to measure a participant’s involvement.
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Table 5.1: Notation in the mixture of SACs model

Symbol Description

M Number of observers.
Ni Number of checklists submitted by birder i.
K Number of groups.
Zi Group membership (unobserved) of birder i.
Xij effort birder i expends on checklist j.
Yit Number of unique species reported on checklist j of birder i.

βk Parameters of group k.

5.2 Methodology

In this section, we first introduce the mixture of SACs model in the graphical model

representation. Then we present a learning algorithm for the mixture model using

Expectation-Maximization and show how to determine the number of components in

the mixture model. Finally, we illustrate how to cluster a new birder based on his or her

previous submissions.

5.2.1 The mixture of Species Accumulation Curves model.

In the mixture of SACs model, we assume that there is a fixed number K of distinct

groups of observers and observers in the same group are at similar skill levels. As eBird is

our application domain, we use observer and birder interchangeably. Figure 5.1 shows a

plate diagram of the mixture of SACs model. The plate on the left represents K groups

where group k is parameterized with βk. The outer plate on the right represents M

birders. The variable Zi ∈ {1, · · · ,K} denotes the group membership of birder i. The

inner plate represents Ni checklists submitted by birder i. The variable Xij represents

the amount of effort (e.g. duration) and Yij specifies the number of unique species

reported on checklist j of birder i. Finally, let Xij denote the variable Xij with the

intercept term. A summary of the random variables used in the mixture of SACs model

are given in Table 5.1.

The observation variable Yij depends on the effort Xij and the skill level of birder i,

indicated by the group membership Zi. To model their relationship in a SAC, we use a



44

Figure 5.1: The mixture of Species Accumulation Curves model.

linear regression model with a square root transformation on Xij (i.e. Yij = β0+β1
√
Xij)

because it produces the best fit to the data, where the fit is measured in terms of mean

squared error on a holdout set.

The structure of the mixture model corresponds to the following generative process.

For each birder i, we first generate its group membership Zi by drawing from a multi-

nomial distribution with parameter π. Next, birder i produces Ni checklists. On each

checklist j, the expected number of species detected is βZi
·Xij where βZi

are the pa-

rameters of group Zi. Finally, the number of species actually reported (Yit) is generated

by drawing from a Gaussian distribution with mean βZi
·Xij and variance σ2. Here we

assume SACs in different groups share the same variance σ2. The log-likelihood for this

mixture model is given in Equation 5.1.

logP (Y |X;π,β, σ2) =

M∑
i=1

logP (Yi·|Xi·;π,β, σ
2)

=
M∑
i=1

log

(
K∑
k=1

P (Yi·, Zi = k|Xi·;π,β, σ
2)

)

=

M∑
i=1

log

 K∑
k=1

P (Zi = k;π)

Ni∏
j=1

P (Yij |Xij , Zi = k;β, σ2)


(5.1)
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5.2.2 Parameter estimation

During learning, we estimate the model parameters {π,β, σ2} and the latent group

membership Z for each birder using Expectation Maximization [14]. The EM algorithm

iterates between performing the E-step and M-step until the difference of parameters

between two consecutive iterations is below some threshold ε. In the E-step, EM com-

putes the expected group membership for every birder i. In the M-step, we re-estimate

the model parameters {π,β, σ2} that maximize the expected complete log-likelihood in

Equation 5.2. In addition, let rik denote the expected group membership of birder i

belonging to group k.

Q = EZ|Y ,X [log(P (Y ,Z|X;π,β, σ2))]

=
M∑
i=1

EZ|Y ,X

[
log

K∏
k=1

(
P (Zi = k;π)P (Yi·|Xi·, Zi = k;β, σ2)

)I(Zi=k)]

=
M∑
i=1

K∑
k=1

EZ|Y ,X [I(Zi = k)] log

(
P (Zi = k;π)

Ni∏
j=1

P (Yij |Xij , Zi = k;β, σ2)

)

=

M∑
i=1

K∑
k=1

rik

log(P (Zi = k;π)) +

Ni∑
j=1

log(P (Yij |Xij , Zi = k;β, σ2))


=

M∑
i=1

K∑
k=1

rik

log πk +

Ni∑
j=1

log

(
1√

2πσ2
exp

(
− (Yij − βk ·Xij)

2

2σ2

))
=

M∑
i=1

K∑
k=1

rik log πk +
M∑
i=1

K∑
k=1

rik

Ni∑
j=1

(
− (Yij − βk ·Xij)

2

2σ2
− log(

√
2πσ2)

)

(5.2)

In the E-step, we keep the parameters {π,β, σ2} fixed and update the expected

group membership rik for every birder i and group k. This expected membership can be

computed as the posterior probability shown in Equation 5.3.

rik = P (Zi = k|Xi·,Yi·;π,β, σ
2)

=
P (Zi = k;π)

∏Ni
j=1 P (Yij |Xij , Zi = k;β, σ2)∑K

k′=1 P (Zi = k′;π)
∏Ni
j=1 P (Yij |Xij , Zi = k′;β, σ2)

(5.3)

In the M-step, we re-estimate {π, β, σ2} using the expected membership computed
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in the E-step. To estimate πk, we introduce a Lagrange multiplier λ to ensure that the

constraint
∑K

k=1 πk = 1 is satisfied.

M∑
i=1

rik
πk
− λ =

M∑
i=1

rik − λπk = 0

Summing over all k ∈ {1, · · · ,K}, we find that λ =
∑

i

∑
k rik = M . Thus we plug

λ into the equation above and get the updating equation for πk in Equation 5.4.

πk =
1

M

M∑
i=1

rik (5.4)

To estimate βk, we compute the gradient of βk w.r.t. the expected complete log-

likelihood Q in Equation 5.5. Notice that the gradient in Equation 5.5 has the same

form as linear regression model, except that each instance is associated with a weight of

rik. Thus we can use the method of least squares to update βk efficiently.

∂Q
∂βk

=
1

σ2

M∑
i=1

rik

Ni∑
j=1

(Yij − βkXij)Xij (5.5)

Finally, we compute the gradient of σ2 w.r.t. the expected complete log-likelihood Q
and the updating equation for the parameter σ2 has the closed-form solution in Equation

5.6.

σ2 =

∑M
i=1

∑K
k=1 rik

∑Ni
j=1(Yij − βkXij)

2∑M
i=1Ni

(5.6)

Since the EM algorithm may converge to a local maximum of the expected complete

log-likelihood function, depending on initialization of the parameters, we use random

restart by assigning each birder to a group randomly. The expected membership ri·

specifies a soft clustering of birder i. To get the partition of birders in the training data,

we assign each birder to the group with largest expected membership.
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5.2.3 Determining the number of groups

To determine the number of groups in the data, we start the mixture model with only

one group (K = 1) and gradually increase the value of K until it does not improve the

average log-likelihood on a holdout set. The average log-likelihood is defined in Equation

5.7. Unlike the log-likelihood function in Equation 5.1, we compute the data likelihood

of a birder by averaging the observation probability P (Yij |Xij , Zi = k;β, σ2) over all the

observations from that birder.

M∑
i=1

log

 K∑
k=1

P (Zi = k;π)
1

Ni

Ni∑
j=1

P (Yij |Xij , Zi = k;β, σ2)

 (5.7)

5.2.4 Inference

After we learn the mixture of SACs model, we can infer a new birder’s group membership

based on their previous observations. Given the mixture model learned from training

data, a new birder’s membership can be computed as in Equation 5.8. Let Y ′ and X ′

denote the species count and effort duration in the new birder’s observations and Z ′

denote the latent group membership of the new birder.

argmax
k

P (Z ′ = k|Y ′,X ′;π,β, σ2) = argmax
k

P (Z ′ = k;π)

Ni∏
j=1

P (Y ′ij |X ′ij , Z ′ = k;β, σ2)

(5.8)

5.3 Evaluation and Discussion

In our study, we evaluate the mixture of SACs model using eBird Reference Data [60] in

four species-rich states that have high levels of year-round eBird participation (New York,

Florida, Texas, and California). First, we show the effectiveness of SACs in characterizing

the differences of eBird users with different levels of participation and capturing the

evolution of birders’ skills over time. Then, we test whether the mixture model can

cluster eBird participants into groups based on their skill levels. However, evaluating

the clustering is challenging due to the lack of the ground truth on their skills. Given

the large number of birders, we can not validate the clusters by manually verifying each
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birder’s submissions. Instead, we propose to validate the clusters based on an individual

birder’s ability to identify hard-to-detect species and use anecdotal information from

the eBird project leaders. We also run the same analyses on eBird hotspots where the

number of observers is relatively small, allowing us to manually verify their skills and

validate the clustering results.

Figure 5.2: The species accumulation curves of the active and occasional eBird users in
four states. The shaded area of a curve shows the 95% confidence interval.



49

5.3.1 Species Accumulation Curves

To show the SACs can be used to characterize birders’ skill levels, we split all eBird

participants into the active users and the occasional users, and show the differences of

their SACs. In eBird, the top 10% of eBird participants contribute about 90% of eBird

observations. These top 10% birders have submitted at least 60 checklists to eBird up till

2013. Thus active users are defined to be those eBird participants who submitted 60 or

more checklists and the other eBird participants are occasional users. Intuitively, active

users are more involved in eBird and should have better skill levels than the occasional

users. To account for the spatial sampling bias, we use data only from sites where both

active and occasional users have submitted at one checklist. We also limit our analysis

to include checklists with duration less than 2 hours. Then we fit a SAC to the data

from each group and present the curves in Figure 5.2. Across all four states, the active

users have a much steeper SAC than the occasional users, indicating the active users are

able to identify more species per unit time than the occasional users.

Figure 5.3: The species accumulation curves showing the evolution of eBird participants’
skills over time. The shaded area of a curve shows the 95% confidence interval.

We also show that SACs can capture the evolution of birders’ skill levels over time.

In this analysis, we focus on a subset of eBird participants who started participating in

eBird as occasional users and turned into active users as they became more engaged in
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eBird. First we split eBird data from the year 2006 to 2012 into three stages (06-08,

09-10 and 11-12) and identify active users within each stage as those top birders who

contributed 90% of the data in that stage. Then the subset of eBird participants of

interest are those who started as occasional users in stage 1 and turned into active users

in stage 3, and their number of submissions kept increasing through these three stages.

In this analysis, we identify this set of birders using the eBird data of the entire US

and then fit a SAC of their submissions for each stage shown in Figure 5.3. As eBird

participants became more active and involved in birding, their skill levels also evolved

over time (their SACs became steeper). The improvement of their skills from stage 2

to stage 3 is less obvious compared to the improvement from stage 1 to stage 2 because

identifying hard-to-detect species requires much more learning and experience.

5.3.2 Grouping eBird participants

We evaluate the mixture model in four different states using the eBird data in 2012.

First, we remove the birders who submitted fewer than 20 checklists because their data

is too sparse to fit our model. In addition, we limit our analysis to only include checklists

with duration less than 2 hours. To find the number of distinct groups in the data, we

split the data into training and validation sets. We train the mixture model on the

training set with different values of K ∈ {1, · · · , 6}, and then we calculate the average

log-likelihood on the validation set. The best value of K is chosen when increasing K

does not improve the average log-likelihood. In Figure 5.4, we show the average log-

likelihood on the holdout data in four states. The graphs clearly show that there are 3

distinct groups in all four states.

Given the value of K chosen above, we re-estimate the mixture model using all the

data in 2012 and show the SACs of different groups in four states in Figure 5.5. We

sort the SACs by their slope coefficient β1 in decreasing order so that the first group

corresponds to the most skilled observers and the last group corresponds to the least

skilled observers. The red curve corresponding to the top group has a consistently

higher SAC than the other two groups across all four states. Birders in this top group

are able to detect around 40 unique species during a 2-hour birding trip, while birders

in group 2 and group 3 can only detect around 30 and 20 species. The 95% confidence

intervals of the curves indicate that they are significantly different from each other across
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Figure 5.4: The average log-likelihood on the holdout data for different values of K in
four states. The highest number indicates the best number of distinct groups found in
that state.
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all four states. Though the number of distinct groups are the same in all four states,

the proportions of groups are very different. In New York and California, there are 7%

and 12% participants falling into the top group as they are able to detect more species

per unit of time. In Florida and Texas, the size of the top group is bigger, with 19%

and 18% observers respectively. One explanation is that in New York, a small group of

observers from the Cornell Lab of Ornithology are extremely skilled at identifying bird

species; their skill levels distinguish them from the rest of the eBird participants in New

York (the validation of these top group birders verified our hypothesis in Section 5.3.3).

State Number of Birders (percent) Averaged checklists per birder

G1 G2 G3 G1 G2 G3

New York 30 (7%) 155 (37%) 236 (56%) 407 215 152
Florida 63 (19%) 144 (45%) 117 (36%) 200 125 124
Texas 79 (18%) 196 (44%) 169 (38%) 132 157 99
California 91 (12%) 298 (40%) 352 (48%) 236 195 111

Table 5.2: The number of birders and the average number of checklists submitted per
birder of each group in four states.

In Table 5.2, we report the number and proportion of observers and the average

number of checklists submitted per birder in each group. The observers in the more

skilled groups submit more checklists than observers in the less skilled groups. This

matches our intuition that observers who are more active and involved in eBird project

tend to be more skilled in detecting bird species. To demonstrate the differences in

birding skills of birders across groups, we randomly choose two birders from each group

in New York and show their SACs in Figure 5.6. Birders in the top group are able to

accumulate species much faster especially in the first 30-45 minutes and can detect more

than 30 species (sometimes more than 50 species) in the first 60 minutes, while birders

in group 2 and group 3 are less skilled, reporting around 20 and 15 species respectively.

Birders in group 3 can hardly detect more than 30 species in the first 120 minutes due

to their limited experience and skills in bird watching.
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Figure 5.5: The species accumulation curves learned from the mixture of SACs model
in four states. The number in the parenthesis indicates the proportion of birders in each
group. The shaded area of a curve shows the 95% confidence interval.

5.3.3 Detection of hard-to-detect bird species

A good partition of birders leads to distinct differences in the skill levels of different

groups. Since we do not have ground truth on birders’ skills, we characterize their

skill levels in terms of their ability to detect hard-to-detect bird species. Hard-to-detect

species often require more experience and skills to be identified, e.g. some species can

be detected by sound rather than by sight and some species can be detected only if

observers know their habitats. In our experiment, we use 8 hard-to-detect species in

each state suggested by experts at the Cornell Lab of Ornithology and calculate the
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(a) Group 1

(b) Group 2

(c) Group 3

Figure 5.6: The species accumulation curves and the scatter plots of eBird participants
from three groups in New York. The shaded area of a curve shows the 95% confidence
interval. Each point represents a checklist submitted by the birder. The color of a point
in the scatterplot specifies the number of checklists overlapped in the location. A darker
color indicates more checklists overlapped at that point.
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average detection rate of observers within each group. An observer’s detection rate of a

species is defined to be the percent of one’s checklists that report the detection of that

species. In Figure 5.7 and 5.8, we show the average detection rate of the hard-to-detect

species in each group. The top group has the highest detection rate across all species in

all four states, showing that a steeper SAC does in fact correspond to a better skill level.

As we go from group 1 to group 3, the detection rate of reporting these species keeps

decreasing and shows statistically significant differences between two adjacent groups.

These differences show that birders in different groups vary greatly in their skill levels

and the mixture model is able to cluster birders of similar skills into the same group.

In addition, we sent a list of birder IDs in the top group for New York to the eBird

project leaders and asked them to verify if these birders are top-notch birders in the

community. Out of 30 birders in the top group, 25 are experts from the Cornell Lab

of Ornithology or known regional experts in New York while the other 5 observers are

known to be reputable birders submitting high quality checklists to eBird. Thus, the

mixture model is able to identify a group of top eBird contributors that are highly skilled

birders and distinguish their behavior from the other groups of eBird participants.

5.3.4 eBird Hotspots

Since validating the clusters of birders at each location in a state is not viable, we run the

same analyses on two eBird hotspots (Stewart Park and Hammond Hill in New York),

where the number of observers allows us to manually verify the partition of birders.

The eBird hotspots are public birding locations that are often heavily visited all year

around. After training the mixture model using data submitted in those two hotspots,

the model discovers 2 groups in Stewart Park and only 1 group in Hammond Hill. The

SACs of these two eBird hotspots are shown in Figure 5.9. In Stewart Park, there

are 25 birders submitting at least 10 checklists in 2012 and about half of the birders (13

birders) are classified into group 1. After manually verifying their identities and previous

submissions, all 13 birders in group 1 have been verified to be expert birders and 10 out

of the other 12 birders have been verified to be novice birders. There are two skilled

birders being classified into group 2 because most of their submissions are short-time

observations, making the curve fitting of their observations less accurate. In Hammond

Hill, there are only 10 birders submitting at least 10 checklists in 2012 and all of them
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(a)

(b)

Figure 5.7: (a): The average detection rate of three groups on 8 hard-to-detect species
in New York. (b): the average detection rate of three groups on 8 hard-to-detect species
in Florida. The error bars represent the standard error of detection rate within a group.
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(a)

(b)

Figure 5.8: (a): the average detection rate of three groups on 8 hard-to-detect species
in Texas. (b): the average detection rate of three groups on 8 hard-to-detect species in
California. The error bars represent the standard error of detection rate within a group.
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Figure 5.9: The species accumulation curves in eBird hotspots Stewart Park and Ham-
mond Hill. The number in the parenthesis indicates the proportion of birders in that
group. The shaded area of a curve shows the 95% confidence interval.

are verified to be expert birders. Thus, the mixture model is able to find the correct

number of groups and cluster birders with similar skill levels into the same group.

5.4 Conclusion

Identifying groups of citizen scientists with similar skill levels is crucial in large-scale

citizen science projects. Clustering citizen scientists by their skill levels allows better use

of citizen science data, e.g. understanding different birding behaviors, developing auto-

mated data filters, and building species distribution models. In this work, we proposed

to characterize an observer’s skill based on species accumulation curves and developed a

mixture of SACs model that was successful at identifying distinct groups of citizen sci-

entists with similar skill levels in the eBird project. In addition, the clusters discovered

from New York data do in fact correspond to groups that vary in their ability to observe

hard-to-detect bird species.
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Chapter 6: Modeling Misidentification of Bird Species by Citizen

Scientists

6.1 Introduction

Species distribution models (SDMs) estimate the pattern of species occurrence on a land-

scape based on environmental features associated with each site. SDMs play an impor-

tant role in predicting biodiversity and designing wildlife reserves [51, 62]. Learning

accurate SDMs over a broad spatial and temporal scale requires large amounts of ob-

servational data to be collected. This scale of data collection is viable through citizen

science, in which volunteers from the general public are encouraged to contribute data

to scientific studies [11].

Although citizen scientists can contribute large quantities of data, data quality is a

common source of concern with large-scale citizen science projects like eBird. In eBird,

individuals vary greatly in their ability to identify organisms by species. Inexperienced

observers either overlook or misidentify certain species and thus add noise to the data.

For example, novice birders often confuse house finches with purple finches, which are

similar in appearance. However, expert birders can distinguish between the two species,

largely by where they are observed as house finches are often found in urban settings

while purple finches are often found in forests. One way to reduce noise is to identify

the invalid observations in the data verification process [85] and remove them from the

eBird database. A more proactive way to improve data quality is to enhance the species

identification skills of inexperienced observers and to help them correctly identify species

that are commonly mistaken for each other. To accomplish this goal, we need to first

discover groups of misidentified species from eBird data.

To discover groups of misidentified species, we extend the well known latent variable

model in ecology, the Occupancy-Detection (OD) model [55], to the multiple species

case. The OD model separates occupancy from detection and was developed under

the assumption that data were collected by expert field biologists. As such, As such,

the OD model assumes that there are no false positives in the data, since experts will



60

not typically misidentify the species. The OD model does account for false negatives,

which are common in species data since many species are secretive and hard to detect

on surveys. Since citizen science data is collected less rigorously, the assumption of no

false positives is questionable. For example in eBird, false positives arise when novice

observers mistake one species for another. Previous work has incorporated the possibility

of false positives into the OD model [71], and more recent work has adapted this to the

citizen science context by distinguishing between experts and novices in the detection

process [87].

The OD model and its variants are typically constructed for individual species, al-

though some work has begun to address the co-occurrence patterns of pairs of species

[56, 82]. In this work, we introduce the Multi-Species Occupancy-Detection (MSOD)

model, which models the occurrence pattern of multiple species simultaneously and treats

false positives as arising from the presence of another species with which the reported

species is confused. This contrasts with previous work which treated species indepen-

dently instead of linking false positives to the presence of an alternate species. We model

the detection process in the MSOD model using the noisy-or parameterization, inspired

by the QMR-DT network for medical diagnosis [77, 38, 43]. To discover species confu-

sions, we propose an algorithm to learn both the model structure (i.e. species confusions)

and the parameters of the SDMs from observational data.

Modeling occupancy and detection patterns for multiple species jointly has two im-

portant advantages. Firstly, discovering the patterns of confusion between species is

useful in improving inexperienced observers’ skills and eventually leading to better qual-

ity data in the eBird Human/Computer Learning Network [46]. Secondly, explicitly

modeling the confusions and detection errors between species can improve the estimates

of their occupancy patterns. Since the latent occupancy model is the true species distri-

bution model of interest in this case, improvements in our ability to remove the nuisance

detection process from the data allow more accurate ecological conclusions to be drawn.

In our study, we show that explicitly modeling the confusions and detection errors

between species not only helps discover groups of confusing species, but also improves

the estimates of the occupancy patterns of those species using synthetic data and real

world eBird data.
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Table 6.1: Notation in the Multi-Species Occupancy-Detection model.

Symbol Description

N Number of sites.
Ti Number of visits at site i.
Xi Occupancy features at site i.
Zis Occupancy status (unobserved) of species s at site i.
Zi· Occupancy status (unobserved) of all the species at site i.
Yits Observed presence/absence of species s at site i, visit t.
Yit· Observed presence/absence of all the species at site i, visit t.

ois Occupancy probability of species s at site i.
ditrs Detection probability of species s at site i, visit t due to the

presence of species r.

αs Occupancy parameters of species s.
βrs Detection parameters of species s when species r is present.
λos Occupancy regularization term of species s.
λdrs Detection regularization term of species s when species r is

present.
λsrs Structural regularization term of species s when species r is

present.

6.2 Methodology

In this section, we first show the Multi-Species Occupancy-Detection model in graphical

model representation and illustrate the parameterization of its detection process. Then

we present a learning algorithm to estimate the model structure and parameters in the

MSOD model. Finally we show how to make inference for the site occupancy (Z) and

the observations on the checklist (Y ).

6.2.1 The Multi-Species Occupancy-Detection model

The Multi-Species Occupancy-Detection (MSOD) model is a bipartite Bayesian network

consisting of observed and latent binary variables for every species as shown using plate

notation in Figure 6.1. The outer plate represents N sites. The variable Xi denotes a

vector of features that influence the occupancy pattern for the species (e.g. land cover

type) and Zis denotes the true occupancy status of species s at site i. The occupancy
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Figure 6.1: Graphical model representation of the Multi-Species Occupancy-Detection
model.

patterns of different species depend on different habitats. Site i is surveyed Ti times.

The variable Wit is a vector of features that affect the detectability of the species (e.g.

time of day) and Yits ∈ {0, 1} indicates whether the species s was detected (Yits = 1) on

visit t at site i. A summary of the random variables used in the MSOD model is given

in Table 6.1.

Structurally, the solid arrows in the plate diagram are fixed and known in advance;

the dotted arrows are candidates to be added by the learning algorithm. In particular,

we encode the fact that the presence of a species always causes the detection of that

species by fixing the straight arrows in the model. However, other prior information can

be easily encoded by adding or removing arrows in the model. When the structure of the

MSOD model is fixed, the joint probability for the MSOD model is given in Equation

6.1.

P (Y ,Z|X,W ) =

N∏
i=1

P (Yi··,Zi·|Xi,Wi·)

=

N∏
i=1

S∏
s=1

P (Zis|Xi)

Ti∏
t=1

S∏
s′=1

P (Yits′ |Zi·,Wit)

=
N∏
i=1

S∏
s=1

[
P (Zis|Xi)

Ti∏
t=1

P (Yits|Ziπ(Yits),Wit)

]
(6.1)
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6.2.2 Parameterization

In the MSOD model, the species-specific occupancy model P (Zis|Xi) of species s is

parameterized as in the standard OD model. For each site i and each species s, we

compute the probability ois that site i is occupied by species s as ois = σ(Xi · αs),
where σ is the logistic function. Then the true occupancy Zis of species s is generated

by drawing from a Bernoulli distribution with parameter ois. More specifically, the

occupancy model can be written as follows.

ois = σ(Xi ·αs)

P (Zis|Xi;αs) = ois
Zis(1− ois)1−Zis

(6.2)

The detection probabilities (P (Yits|Zi·,Wit) for each species s) depend on the occu-

pancy status of species s (Zis) and the occupancy status of other species s′ that may be

confused for species s. We model the detection process based on the noisy-or parameter-

ization of the QMR-DT network for medical diagnosis [38, 77, 43]. The QMR-DT and

MSOD models both consist of a set of latent causal variables (diseases and true species

occupancies, respectively) and observed evidence variables (symptoms and observations,

respectively). The key differences from the QMR-DT network are that the MSOD model

has the same number of latent and observed variables and that the MSOD model needs

to learn the partially unknown structure from data, whereas the QMR-DT network is

constructed by experts from some number of diseases to a larger number of potential

symptoms and the main task is to efficiently make inferences for the potential diseases

given the symptoms.

More specifically, let ditrs be the probability that at site i on visit t, species s is

reported because species r is present. That is, ditrs = P (Yits = 1|Zir = 1) = σ(Wit ·βrs).
Therefore, true detection of a species s (straight arrows) denotes the detection due to the

presence of itself, and false detection of a species (cross arrows) denotes the detection

due to the presence of other species confused for s. Let γ be the adjacency matrix

of {0, 1} that represents the graph structure between the occupancy variable Z and the

observation variable Y . γrs = 1 if species r can be confused for species s (i.e. there exists

an arrow from Zir to Yits) and 0 otherwise. Additionally, we allow the leak probability

d0s of species s to be the probability of an observation when the occupancy of its parent

nodes are all false. Due to the independence assumption in the noisy-or model, the
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probability of species s not being reported during visit t at site i (P (Yits = 0|Zi·,Wit))

can be fully factorized as in Equation 6.3. Thus, the probability of species s being

reported is given in Equation 6.4.

P (Yits = 0|Zi·,Wit) = (1− d0s)
S∏
r=1

(1− ditrs)γrsZir (6.3)

P (Yits = 1|Zi·,Wit) = 1− (1− d0s)
S∏
r=1

(1− ditrs)γrsZir (6.4)

6.2.3 Structure learning and parameter estimation

During training, we learn both the graph structure γ and the occupancy and detection

parameters (α and β). Given the unique bipartite graph structure of the MSOD model,

we propose a structure learning approach using linear relaxation. We relax the constraint

that the adjacency matrix γrs ∈ {0, 1} to γrs ∈ [0, 1], turning the integer program into a

linear program. With this linear relaxation, we then estimate the MSOD model param-

eters using Expectation Maximization [14]. In the E-step, EM computes the expected

occupancies Zi· for each site using Bayes rule. In the M-step, EM re-estimates the value

of parameters {α,β,γ} that maximize the expected log-likelihood in Equation 6.5.

Q(Θ) = EZ|Y ,X,W

[
log(P (Y ,Z|X,W ))

]
=

N∑
i

EZ|Y ,X,W

[
log

(
P (Zi·|Xi;α)

Ti∏
t

P (Yit·|Zi·,Wit;β)

)]

=
N∑
i

∑
Zi·

P̃ (Zi·)

[ S∑
s

logP (Zis|Xi;αs) +

Ti∑
t

logP (Yits|Zi·,Wit;βs)

]

=
N∑
i

∑
Zi·

P̃ (Zi·)

[ S∑
s

Zis log ois + (1− Zis) log(1− ois)+

Ti∑
t

Yits log

(
1− (1− d0s)

S∏
r

(1− ditrs)γrsZir

)
+

(1− Yits) log

(
(1− d0s)

S∏
r

(1− ditrs)γrsZir

)]

(6.5)
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The expected occupancy at site i, P̃ (Zi·) = P (Zi·|Xi,Yi··,Wi·), updated in the E-

step can be computed as the posterior probability in Equation 6.6.

P (Zi· = zi·|Xi,Yi··,Wi·) =
P (Yi··,Zi· = zi·|Xi,Wi·)∑

z′i·∈{0,1}S P (Yi··,Zi· = z′i·|Xi,Wi·)
(6.6)

In the M-step, EM determines the values of {α,β,γ} that maximize the expected log-

likelihood in Equation 6.5. Since there is no closed-form solution, we apply L-BFGS-B

[8] to perform the optimization using the gradients in Equation 6.7, 6.8 and 6.9.

∂Q
∂αs

=
N∑
i

∂Qi
∂ois

∂ois
∂αs

=

N∑
i

∑
Zis

P̃ (Zis)

(
Zis
ois
− 1− Zis

1− ois

)
ois(1− ois)Xi

=

N∑
i

(P̃ (Zis = 1)− ois)Xi (6.7)

∂Q
∂βrs

=

M∑
i=1

∂Qi
∂ditrs

∂ditrs
∂βrs

=

M∑
i=1

∑
Zi·

P̃ (Zi·)

Ti∑
t

(
Yits

1− (1− d0s)
∏S
k (1− ditks)γksZik

− 1

)
ZirγrsditrsWit

=
M∑
i=1

∑
Zi·

P̃ (Zi·)

Ti∑
t

(
Yits

P (Yits = 1|Zi·,Wit)
− 1

)
ZirγrsditrsWit (6.8)

∂Q
∂γrs

=

M∑
i=1

∑
Zi·

P̃ (Zi·)

Ti∑
t

(
1− Yits

1− (1− d0s)
∏S
k (1− ditks)γksZik

)
log(1− ditrs)Zir

=
M∑
i=1

∑
Zi·

P̃ (Zi·)

Ti∑
t

(
1− Yits

P (Yits = 1|Zi·,Wit)

)
log(1− ditrs)Zir (6.9)

To avoid overfitting, we use L2-regularization penalty on the occupancy and detection

coefficients (α and β). For the model structure parameter γ, we apply L1-regularization

penalty to enforce sparsity in the model structure because there are often few species

confusions among species. Since L1-norm is not differentiable at value 0, we use a
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smooth function “espL1” to approximate of the L1-norm so that the non-differentiable

optimization is transformed into a differentiable one [41]. More specifically, we have

|γrs| ≈
√
γ2rs + ε for a sufficiently small positive ε. The entire regularization terms are

shown in Equation 6.10.

r(α,β,γ) =
S∑
s=1

λos 1

2

|αs|∑
i=2

α2
si +

S∑
r=1

(
λdrs

1

2

|βrs|∑
i=2

β2rsi + λsrs
√
γ2rs + ε

) (6.10)

In the learned adjacency matrix, γrs specifies the probability of species r being con-

fused for species s. We sort the entries in the learned adjacency matrix γ and then pick

a threshold on γ by using a validation set. In particular, we greedily add cross edges (i.e.

pairs of misidentified species) according to their probability of misidentification until the

log-likelihood on the validation set does not improve. Once we determine the structure,

we retrain the MSOD model with a fixed structure and estimate the parameters α and

β. When the structure is fixed, we can use the same learning approach described above

except that γrs is now fixed to be either 0 or 1. In addition, we initialize the leak prob-

ability of each species in the MSOD model to the value of the leak probability learned

by the ODLP model (the OD model with a learned leak probability). A flowchart in

Figure 6.2 shows the process of learning the MSOD model. Exact computation of the

expectations in 6.5 is computationally expensive with large value of S since it require

summing over the configurations of S binary variables, resulting in 2S terms. We will

investigate speedups using variational approximations [43, 61, 68].

Figure 6.2: The flowchart of learning the MSOD model.

An identifiability problem arises when estimating the MSOD model. This identifia-

bility issue causes two symmetric but distinct sets of parameter values to be solutions
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to the EM procedure. For example, in a MSOD model of 2 species where both species

can be confused for each other, we can convert one solution to an equivalent one by

flipping the occupancies of both species and switching the true detection coefficients and

the false detection coefficients within each species. While both of these solutions result

in the same objective function in Equation 6.5, one solution yields a model that is more

consistent with real world assumptions. To address this issue, we add a constraint to

the objective function during training that biases EM towards the more desirable solu-

tion. This constraint encodes the fact that the detection probability of species s from

the presence of itself is always higher than its detection probability from the presence of

another species s′ that is confused for species s (i.e.
∑

i,t ditss >
∑

i,t dits′s).

6.2.4 Inference

The MSOD model can be used to predict the site occupancy of a specific species s (Zis),

or a set of species, and predict the observations of species s (Yits) on a checklist. We

describe the inference on these tasks in more detail below.

6.2.4.1 Prediction of site occupancy

We can use the MSOD model to compute the probability that the site is occupied by

species s given the site environmental features and the observation history at that site.

The occupancy probability of site i can be computed using Equation 6.11. In addition,

let Zi¬s denote the occupancy variables of all species except for species s at site i.

P (Zis = 1|Xi,Yi··,Wi·) =
P (Yi··, Zis = 1,Zi¬s|Xi,Wi·)∑

zis∈{0,1} P (Yi··, Zis = zis,Zi¬s|Xi,Wi·)

=

∑
zi¬s

P (Yi··, Zis = 1,Zi¬s = zi¬s|Xi,Wi·)∑
zis∈{0,1}

∑
zi¬s

P (Yi··, Zis = zis,Zi¬s = zi¬s|Xi,Wi·)

(6.11)

where

P (Yi··, Zis = zis,Zi¬s = zi¬s|Xi,Wi·) =

S∏
r=1

P (Zir|Xi;αr)

Ti∏
t=1

P (Yits|Zi·,Wit;β·s)
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Ecologists are sometimes interested in the co-occurrence of two or more species at

a site in order to test some ecological hypotheses. We can use a similar formula as

Equation 6.11 where we marginalize out the occupancy variable Z of species that we are

not interested in and then calculate the posterior probability of co-occurrence for species

of interest.

6.2.4.2 Predicting observations of species on a checklist

Since the true site occupancy is typically unavailable for evaluation in real-world field

datasets, we often evaluate different SDMs based on the prediction of observation of a

species at a site. Let πs be the set of species that can be confused for species s in the

MSOD model. To compute the probability of detecting species s at site i on visit t (Yits),

we marginalize out the occupancy variables of species in πs as shown in Equation 6.12.

P (Yits = 1|Xi,Wit) =
∑
ziπs

P (Yits = 1,Ziπs = ziπs |Xi,Wit)

=
∑
ziπs

P (Yits = 1|Ziπs = ziπs ,Wit;β·s)
∏
k∈πs

P (Zik = zik|Xi;αk)

(6.12)

6.3 Evaluation and Discussion

Evaluation of OD models and their variants is challenging because field data like eBird

does not include the ground truth of site occupancy and we do not have access to the true

model structure representing the “correct” species confusions. To evaluate the quality of

the occupancy modeling component of the models, we use synthetic data and compare the

learned model to the true model used to generate the data in predicting site occupancies

and observations. Then on eBird data, we show the model structures learned for three

case studies using sets of species known to be confused for each other and compare the

performance of different models at predicting observations on a checklist.
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6.3.1 Synthetic dataset

For the synthetic experiment, data is generated for 500 sites where the number of visits

per site is randomly chosen from 1 to 3 with probability 50%/25%/25%. There are

4 occupancy covariates and 4 detection covariates drawn i.i.d from a standard normal

distribution. A true structure over 5 species is generated by randomly adding 7 pairs of

confusing species. Coefficients for the occupancy and detection models are also drawn

i.i.d from standard normal distributions, and the leak probabilities for all species are set

to be 0.01 as background noise. Furthermore, we constrain that the detection probability

of a species s due to the presence of another species confused for s be smaller than the

detection probability due to the presence of the species s itself. A training, validation

and test dataset are generated following the generative MSOD model, and this entire

process is repeated 30 times to generate 30 different datasets. This synthetic data is

denoted by “Syn” in the result.

To test the robustness of the MSOD model, we inject different types of “noise” into

the synthetic data and test the performance of the MSOD model against the “noise”.

First, we generate synthetic data with interactions between species occupancies, e.g.

species competition and mutualism. In particular, we assume species 1 and 2 , and

species 3 and 4 are pairs of competitors. The occupancy probability of species 2 at

a site will be halved when species 1 occupies that site and same with species 3 and

4. Also, we assume species 3 and 5 have a mutualistic relationship and the occupancy

probability of species 5 will increase by 20% (we truncate the occupancy probability at

1 when it goes beyond 1) at a site when species 3 occupies that site. We denote this

synthetic data with occupancy interactions “Syn-I” in our discussion. Then, we generate

synthetic data with non-linear occupancy covariates. More specifically, we generate the

non-linear occupancy covariates (X ′i·) from the original occupancy covariates (Xi·) using

the following transformations: X ′i1 = sin(Xi1 + 1), X ′i2 = exp(Xi2 − 1), X ′i3 = Xi3 ·Xi4,

and X ′i4 = Xi4. We denote this synthetic data “Syn-NL” in the discussion. In the

last scenario, we make the synthetic data the most challenging by adding both species

occupancy interactions and non-linear occupancy components (“Syn-I-NL”) and test the

performance of the MSOD model.

In our experiment, we compare the MSOD model against the standard OD model, a

variant of the OD model called ODLP, which allows a learned leak probability in the OD
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model, and the true latent model in terms of predicting occupancy (Z) and observation

(Y). To set the regularization terms of the occupancy (λo) and detection (λd) in the

OD and ODLP models, we tune them over the set of values {0.01, 0.1, 1, 10} based on

the performance of the occupancy prediction. Instead of tuning the regularization terms

of every species in the MSOD model separately, we set them to the best values found

in the OD model of that species. In addition, we find that large regularization terms

of false detections and model structure (λs) often lead to more accurate estimation of

the structure in the MSOD model empirically, so we set both of them to be 10 in our

experiment.

We report the area under the curve (AUC) and accuracy averaged over 30 datasets

in Table 6.2 where both metrics are computed per species and averaged across species.

On all four synthetic datasets, the standard OD model performs poorly because the

no false positives assumption does not hold. The ODLP model improves slightly over

the OD model because it allows false positives to be explained by the leak probability,

but the leak probability itself can not accurately capture the noise from the detection

process. The performance of the MSOD model is closest to the true model in predicting

both occupancy and observation. Notice that the OD and MSOD model differ greatly in

their prediction of occupancy even though their prediction of observations is fairly close.

This indicates that the values of the latent occupancy variables are indeed very different

from the values of the observation variables. As we allow species occupancy interactions

and non-linear occupancy components in the data, the performance of the MSOD model

decreases slightly and is still statistically better the OD and ODLP models. Furthermore,

the MSOD model is more sensitive to the non-linear occupancy components in the data

(about 3% decrease in terms of AUC in occupancy prediction) than the species occupancy

interactions (1% decrease). In the most challenging case where both “noise” exist in the

data, the performance of the MSOD model is still reasonably close to that of the true

model.

To compare the learned model structure to the true model structure, we compute

the structural AUC, which specifies the probability of ranking a true cross edge over an

incorrect cross edge in the learned adjacency matrix. To calculate the structural AUC,

we flatten the learned adjacency matrix and the true structure into two vectors and then

calculate the AUC value from these two vectors. A structural AUC value of 1 indicates

that the learning algorithm correctly ranks the true cross edge over the other cross edge
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Table 6.2: The AUC and accuracy (and their standard errors) of occupancy and obser-
vation prediction averaged over 30 datasets in four synthetic experiments. The metrics
are computed per species and averaged across species. Boldface results indicate the best
performing model. ? and † indicate the MSOD model is statistically better than the OD
model and the ODLP model respectively.

(a) The synthetic dataset

Syn Occupancy (Z) Observation (Y )
AUC Accuracy AUC Accuracy

TRUE 0.941 ± 0.004 0.881 ± 0.004 0.783 ± 0.004 0.756 ± 0.004

OD 0.849 ± 0.006 0.758 ± 0.006 0.751 ± 0.005 0.739 ± 0.004
ODLP 0.868 ± 0.006 0.780 ± 0.007 0.752 ± 0.005 0.741 ± 0.004
MSOD 0.935± 0.005?† 0.872± 0.006?† 0.776± 0.004?† 0.750± 0.004?†

(b) The synthetic dataset with species occupancy interactions

Syn-I Occupancy (Z) Observation (Y )
AUC Accuracy AUC Accuracy

TRUE 0.943 ± 0.003 0.885 ± 0.004 0.776 ± 0.003 0.763 ± 0.005

OD 0.842 ± 0.005 0.731 ± 0.010 0.744 ± 0.004 0.746 ± 0.006
ODLP 0.865 ± 0.005 0.757 ± 0.010 0.746 ± 0.004 0.747 ± 0.006
MSOD 0.925± 0.004?† 0.862± 0.006?† 0.763± 0.004?† 0.755± 0.006?†

(c) The synthetic dataset with non-linear occupancy components

Syn-NL Occupancy (Z) Observation (Y )
AUC Accuracy AUC Accuracy

TRUE 0.937 ± 0.003 0.878 ± 0.004 0.777 ± 0.005 0.762 ± 0.007

OD 0.837 ± 0.007 0.722 ± 0.010 0.739 ± 0.005 0.743 ± 0.007
ODLP 0.848 ± 0.007 0.734 ± 0.009 0.741 ± 0.005 0.744 ± 0.007
MSOD 0.903± 0.006?† 0.842± 0.007?† 0.755± 0.004?† 0.751± 0.007?†

(d) The synthetic dataset with species occupancy interactions and non-linear occupancy compo-
nents

Syn-I-NL Occupancy (Z) Observation (Y )
AUC Accuracy AUC Accuracy

TRUE 0.938 ± 0.003 0.878 ± 0.004 0.768 ± 0.003 0.759 ± 0.005

OD 0.832 ± 0.003 0.723 ± 0.011 0.731 ± 0.005 0.741 ± 0.006
ODLP 0.841 ± 0.006 0.735 ± 0.010 0.732 ± 0.004 0.742 ± 0.007
MSOD 0.897± 0.006?† 0.837± 0.008?† 0.739± 0.005?† 0.745± 0.007?†



72

in the model. In Table 6.3, we report the AUC for the learned model structure on four

synthetic datasets. In the simplest case where there exists no “noise” in the data, the

MSOD model archives the structural AUC value of 0.989. As we inject “noise” in the

data, the structural AUC of the learned model structure only decreases slightly. In the

most challenging case, the learning method can still achieve the structural AUC value

of 0.970, indicating that the MSOD model almost always discovers the correct species

confusions.

Syn Syn-I Syn-NL Syn-I-NL

0.989 ± 0.012 0.980 ± 0.012 0.974 ± 0.010 0.970 ± 0.008

Table 6.3: The AUC (and its standard error) for the learned model structure of the
MSOD model compared to the true model structure in four synthetic experiments. The
AUC values are averaged over 30 datasets in each experiment.

6.3.2 eBird dataset

We also test the ability of the MSOD model to discover realistic species confusions on

three case studies involving real-world eBird data, which was selected by consulting

with experts at the Cornell Lab of Ornithology. We evaluated the MSOD model on

subsets of eBird species that include some species known to be confused for each other

and a distractor species with minimal similarity to the others. In the first case study,

we consider the Sharp-shinned Hawk and Cooper’s Hawk, and Turkey Vulture as the

distractor species. In the second case study, we consider the Hairy Woodpecker and

Downy Woodpecker, and Dark-eyed Junco as the distractor species. In the last case

study, we consider the Purple Finch and House Finch, and Yellow-rumped Warbler as

the distractor species.

In our experiment, we use eBird data from California in the year 2010 since eBird

participation in California is high. We group the checklists within a radius of 0.16 km

of each other into one site and each checklist corresponds to one visit at that grouped

site. The radius is set to be small so that the site occupancy is constant across all the

checklists associated with that grouped site. There are a total number of 3140 sites after

grouping in California. For sites with more than 20 visits, we randomly sample 20 of
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them to include in the data. In our experiment, we use 19 occupancy features and 10

detection features shown in Table 6.4. For more details on the occupancy and detection

covariates in the eBird data, we refer the readers to the eBird Manual [60].

To alleviate the effect of special autocorrelation in creating training and test data, we

superimpose a checkerboard (each grid cell is roughly a 10 km by 10 km square) over the

data in California. The checkerboard grids California into black and white cells. Data

points falling into the white cells are grouped together as the test set. Then we further

divide data in the black cells into 2-by-2 subgrids so that data falling into the top left

and bottom right subgrids are grouped together as training set and data falling into the

top right and bottom left are grouped together as validation set.

Table 6.4: Occupancy and detection features in eBird dataset used for evaluation.

Occupancy Features Comments

Population Population per square mile.
Housing density Number of housing units per square mile.
Housing percent vacant Percentage of housing units.
Elevation Elevation in meters from National Elevation Dataset.
Habitat X Percent of surrounding landscape that is habitat class

X. There are 15 habitat classes.

Detection Features Comments

Time of day Indicator variable of time (e.g. [0, 6), [6, 12), [12, 18),
and [18, 24)).

Season Indicator variable of season (e.g. Spring, Summer,
Fall, and Winter).

Observation duration Duration of observation for the checklist, in hours.
Route distance Distance traveled during observation period, in kilo-

meters.

6.3.2.1 Discovering species confusions

To learn the MSOD model on eBird data, we first estimate the leak probability of each

spices by applying the ODLP model. Then we fix the leak probabilities of all species

in the MSOD model and estimate the model structure and parameters described in

Section 6.2.3. We show the learned model structures in Figure 6.3. The arrows specify

the species confusions recovered by the MSOD model, e.g. Sharp-shinned Hawk and



74

Cooper’s Hawk are confused for each other, Hairy Woodpecker is likely to be confused

for Downy Woodpecker, and Purple Finch is likely to be confused for House Finch. For

all three cases, the structure recovered matches our expectations, and the confusion

probability is higher on the arrow from the rarer species of the two to the more common

one, indicating that inexperienced observers tend to misidentify the rarer species for the

more common ones. Confusing rare species for the common ones often happens within

entry-level observers, as they may not be aware of the rare species due to their lack of

bird knowledge. Confusing the common species for the rare ones often happens within

birders with certain birding skills as they are aware of the rare species, but lack the skills

to distinguish them, thus resulting in an over-estimated distribution of the rare species.

6.3.2.2 Predicting the observations on a checklist

Since the species occupancies of a site is not available for evaluation, we use the prediction

of observations on a checklist as a substitute. Given the learned structure in Section

6.3.2.1, we re-estimate the MSOD model using data in both training and validation set

and predict the observations on checklists in the test set. To create different splits of

the training and test sets, we randomize the checkerboarding by randomly positioning

the bottom left corner to create 30 different datasets for evaluation. Then we compare

the MSOD model with the standard OD model and the ODLP model as in the synthetic

experiment. In Table 6.5, we report the AUC and accuracy of predicting observations for

three case studies. In the MSOD model, all 6 species have statistically better AUC and

accuracy compared to the OD model and 5 out of 6 species have statistically better AUC

and accuracy compared to the ODLP model. The improvement of detection prediction

of the MSOD model is minor as we expect given the results in the synthetic experiment.

6.4 Conclusion

We highlight two significant contributions of this work. Firstly, we introduce a novel

multi-species occupancy-detection model. This is the first point of connection between

the literature on ecological latent variable models and medical diagnosis with QMR-DT;

we anticipate that further study of the similarities and differences between these models

may yield more insight for one or both domains. Secondly, we show promising results
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(a) Hawks case study

(b) Woodpeckers case study

(c) Finches case study

Figure 6.3: The arrows specify the species confusions recovered by the MSOD model.
An arrow from species A to species B indicates that the presence of species A may result
the detection of species B. We thank Chris Wood from the Cornell Lab of Ornithology
for the images of each bird species.
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Table 6.5: The AUC and accuracy of observation prediction for three eBird case studies.
Boldface results indicate the winner, ? and † indicate the MSOD model is statistically
better than the OD and ODLP model respectively.

(a) The Hawks case study

Sharp-shinned Hawk Cooper’s Hawk
AUC Accuracy AUC Accuracy

OD 0.725 ± 0.005 0.967 ± 0.001 0.765 ± 0.003 0.912 ± 0.001
ODLP 0.737 ± 0.005 0.972 ± 0.001 0.770 ± 0.005 0.917 ± 0.002
MSOD 0.757± 0.003?† 0.976± 0.001?† 0.780± 0.002?† 0.923± 0.001?

(b) The Woodpeckers case study

Hairy Woodpecker Downy Woodpecker
AUC Accuracy AUC Accuracy

OD 0.833 ± 0.004 0.940 ± 0.001 0.761 ± 0.004 0.903 ± 0.001
ODLP 0.837 ± 0.004 0.944 ± 0.001 0.769 ± 0.004 0.909 ± 0.001
MSOD 0.843± 0.002? 0.950± 0.001?† 0.783± 0.002?† 0.916± 0.001?†

(c) The Finches case study

Purple Finch House Finch
AUC Accuracy AUC Accuracy

OD 0.807 ± 0.003 0.942 ± 0.001 0.758 ± 0.003 0.689 ± 0.002
ODLP 0.808 ± 0.003 0.943 ± 0.001 0.762 ± 0.003 0.696 ± 0.002
MSOD 0.817± 0.002?† 0.946± 0.001?† 0.775± 0.001?† 0.706± 0.001?†
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of the MSOD model on both synthetic and eBird data. The ability to learn correct and

reasonable networks holds great promise for quality control programs in citizen science

data, and the ability to predict latent occupancy more accurately can help provide better

species distribution models for conservation projects.
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Chapter 7: Improving Predictions of Rare Species through

Multi-species Distribution Modeling with an Ensemble of Classifier

Chains

7.1 Introduction

There is emerging consensus that recent global change is rapidly altering species distri-

butions [81, 66]; such changes are frequently quantified using species distribution models

(SDMs) that combine observations of species occurrences with environmental factors to

predict species distributions across time and locations where species data were not col-

lected [27, 2]. Most work to date has focused on the development and refinement of

single species SDMs. However, ecological interactions including competition, predation,

and mutualism among species can affect species distributions [32]. Interest in capturing

these ecological interactions in multi-species models is increasing [5, 48].

Past work on multi-species modeling has included model fitting approaches that

analyze the parameters of fitted models to generate testable hypotheses about species

interactions [65, 44]. A growing area of research in multi-species modeling involves de-

veloping predictive models [12, 27, 22, 10]. Intuitively, predictive multi-species models

are expected to improve on the accuracy of single species models because they are able

to leverage information about species interactions [35]. Multi-species models have been

developed to capture similar responses by multiple species to environmental gradients

[19], phylogenetic community structure [42] and spatial relationships [50]. Multi-species

models may improve the predictive success for species that use similar habitats, repre-

sented by environmental covariates in the model, or because the species depend upon

the same environmental factors. In particular, multi-species models may better predict

the distribution of rare species [57, 25, 65] because of the direct or indirect interactions

they have with common species that use the same geographic space.

Predictive multi-species distribution models typically differ in the order in which

they assemble (seek groups of co-occurring species) and predict (seek relationships of

a species to environmental factors): (1) assemble first, predict later, (2) predict first,
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assemble later, and (3) assemble and predict together [28]. Among these models, the

assemble and predict together strategy [15, 64, 16] may improve the predictive success

for rare species.

The field of machine learning has provided many effective approaches to single species

distribution models. In particular, boosted regression trees (BRTs), which are able to

model non-linear responses by discovering complex interactions among predictor vari-

ables [24] can achieve higher predictive success than other SDMs such as bioclimatic

envelopes [1], genetic algorithms [78], and regression approaches such as Generalized Ad-

ditive Models (GAMs) and Generalized Linear Models (GLMs) [23]. Machine learning

also offers promise for providing effective multi-species models that employ the assemble

and predict together strategy. The subfield of multi-label classification within machine

learning contains many algorithms to predict multiple binary response variables (e.g.

predicted presence/absence for multiple species) from covariates (e.g. environmental

factors). In simple multi-label classification, response variables are considered to be

independent, whereas more advanced techniques for multi-label classification leverage

correlations between response variables [20]. Multi-label classification has been studied

extensively in the machine learning community, where it has been applied to text label-

ing [31], image annotation [45] and gene function prediction [3]. We are unaware of any

previous application of multi-label classifiers to species distribution modeling.

The goal of our study is to test whether incorporating information about species

interactions in a multi-species model can improve predictive performance over a set of

independent single-species models, with a focus on the predictive performance for rare

species. Although several studies in the past have explored the differences between using

a multi-species model versus a set of single-species models [36, 21, 4] only a handful

have looked specifically at rare species prediction [10, 65]. Our work differs from these

two past studies on rare species prediction in several ways. First, our scope is larger

as we compare predictive performance over a larger number of datasets. Second, we

use a multi-species model that captures more fine-grained species interactions than the

hierarchical model [65]. Finally, we perform an analysis of our multi-species models to

determine the model components (i.e. groups of species) that lead to improvements in

the predictions of rare species. Unlike [10], we found that multi-species models tend to

improve predictive performance over single-species models.

For our multi-species model, we chose a multi-label classifier known as the Ensemble
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of Classifier Chains (ECC) [70] for two reasons. First, ECC was the best performing

multi-species model among the handful of models (specifically multivariate regression

trees [15] and multivariate adaptive regression splines [21]) we evaluated in our prelimi-

nary experiments. Second, ECC can serve as an outer wrapper for single species models

commonly used by ecologists (e.g. GLMs and BRTs) and combine these single species

models into an ensemble, forming a multi-species model. Comparison of model perfor-

mance among GLM and BRT models, each with and without ECC, provided controlled

tests of the predictive success of multi-species vs. single-species models (Figure 7.1).

We tested the predictive success and ecological relevance of these SDMs by using spa-

tially and temporally explicit datasets sampled to capture variation in the underlying

environment.

Figure 7.1: Schematic diagram of experiment to test how the inclusion of information
on the presence of con-specifics (A, B) affects the performance of multi-species mod-
els (GLM+ECC, BRT+ECC) compared to single-species models (GLM, BRT). Single-
species models were generalized linear models (GLMs) and boosted regression trees
(BRTs); multi-species versions of these models were constructed using the ensemble
of classifier chains (ECC).
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We tested our models on long-term, landscape-scale records of mobile species (birds,

insects) from two Long-Term Ecological Research (LTER) sites. These records included

annual surveys of songbird distributions from 1999 to 2011 at the 3200-ha Hubbard Brook

Experimental Forest (HBR) [6] and similar surveys from 2009 to 2011 at the 6200-ha

HJ Andrews Experimental Forest (AND), as well as annual surveys of nocturnal moths

from 1986 to 2008 at AND [37, 58]. We asked the following research questions:

1. How does prediction success compare for multi-species vs. single-species models?

2. Do multi-species models differentially improve prediction success for common ver-

sus rare species?

3. Which species have the greatest influence on predictive success for rare species in

multi-species models?

4. Which ecological processes appear to explain model performance?

7.2 Methods

7.2.1 Study sites

The Andrews Forest occupies 64 km2 in the conifer forest biome in western Oregon,

USA. Mean annual precipitation is 2300 mm, but over 80% of precipitation falls between

November and April. Mean daily temperature ranges from 2◦C in January to 20◦C

in July. The landscape, which ranges from 400 to 1600 m elevation, is predominantly

old-growth conifer forest dominated by Douglas-fir (Pseudotsuga menziesii) and western

hemlock (Tsuga heterophylla); approximately 25% of the area is Douglas-fir plantations

less than 50 years old.

The Hubbard Brook Experimental Forest occupies 31 km2 in the temperate deciduous

forest biome in northern New Hampshire, USA. The landscape, which ranges from 200 to

more than 1000 m elevation, is predominantly second-growth forest following logging in

the early 1900s, dominated by sugar maple (Acer saccharum), beech (Fagus grandifolia),

and yellow birch (Betula allegheniensis). Mean annual precipitation is 1400 mm, which is

evenly distributed over the year. Mean daily temperature ranges from −9◦C in January

to 18◦C in July.
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7.2.2 Data

The AND moth data were obtained from the HJ Andrews Experimental Forest in Oregon,

and consisted of a database of 32,352 individual records, representing 423 species of

nocturnal moths collected by J. Miller over the period 1986 to 2006. Moths were sampled

at 256 sites using a stratified random design including vegetation type, elevation, and

proximity to streams. Each sampling event involved placing a light trap overnight for

a single night; traps were collected the following day. Sites were sampled during the

period of moth emergence (May to October), with about 20 sites sampled per night of

sampling. Of the 256 sites, 157 were sampled at least twice, 32 were sampled more than

6 times, and 20 were sampled more than 40 times. Moths were identified, counted, and

recorded according to date and location of collection. Sampling effort was uniformly

distributed among sampling locations in study datasets; only species that were trapped

at 5 or more sites were included in this analysis. A median of 42 species were trapped

per site, and each of the 423 species occurred at a median of 24 sites. Given the rarity of

most species and the long time period over which the data were collected, we were not

able to estimate detection probability, so apparent absences in this analysis should not

necessarily be considered true absences. Fifty-two environmental covariates of elevation,

aspect, slope, vegetation type, mean monthly and annual temperature and precipitation

were determined by overlaying sample coordinates on digital ortho-photos and GIS layers.

The AND Bird data and HBR bird data were obtained from ongoing sampling efforts

at the HJ Andrews and Hubbard Brook Experimental Forests. At the AND, birds were

sampled in 2009 and 2010 at 182 points using a systematic (300-m grid spacing) design

stratified by elevation (460-1558 m), forest stand age (young plantation, old growth),

and distance to road. At the Hubbard Brook Experimental Forest (HBR), birds were

sampled at 371 points at 100-m or 200-m intervals along 15 north-south transects spaced

500 m apart, covering all elevations (240-936 m) and vegetation types.

During the peak of the avian breeding season (mid May through early July), each

point was visited 6 (AND) or 3 (HBR) times; visits were separated by 1-2 weeks. The

abundance of singing males of all bird species within 50 m was determined by using

10-min fixed-radius point counts [69]. Counts were conducted from 05:30 to 10:30 and

did not occur during rain or strong wind (>15 kph). Points were surveyed in random

order and four to five trained observers were rotated among points to reduce observer



83

bias. Environmental covariates at AND were: field-sampled vegetation (species com-

position), vegetation structure derived from remotely sensed LiDAR data [33], average

temperature, and elevation and distance to roads and streams determined from GIS.

Environmental covariates at HBR were: elevation and vegetation characteristics from

field measurements collected in 1999 and 2008. Bird presence/absence in each year was

collected and extremely rare species that were detected at less than 0.5% of sites were

omitted from HBR bird datasets.

7.2.3 Model development

We use the ECC algorithm as the predictive multi-species model in our analysis. In order

to describe the ECC algorithm, we define the following notation. Let X1, · · · , XM be

the set of M environmental covariates and Y1, · · · , YS be the binary response variables

where Ys corresponds to the presence/absence of the sth species. The ECC algorithm

relies on the concept of a classifier chain, which is a sequence of S binary classifiers.

The classifier chain assumes an ordering of the response variables. For illustration,

suppose the ordering follows the subscripts of the response variables Y1, · · · , YS . The

first classifier in the chain predicts Y1 by computing P (Y1|X1, · · · , XM ). The continuous-

valued probability Ŷ1 = P (Y1|X1, · · · , XM ) is used by the second classifier in the chain

to predict Ŷ2 = P (Y2|X1, · · · , XM , Ŷ1). Adding Ŷ1 as an independent variable allows the

model to account for possible correlations between species 1 and 2. During the training

phase of our implementation, we used the predicted labels rather than the true labels

as independent variables for the next classifier in the chain. We found this modification

from the original algorithm consistently improved the prediction performance in our

experiments. In general, the sth classifier predicts Ŷs = P (Ys|X1, · · · , XM , Ŷ1, · · · , Ŷs−1),
where Ŷs is the probability of the sth species occurring at that site given (X1, · · · , XM ),

which are the M environmental covariates at that site, and (Ŷ1, · · · , Ŷs−1), which are the

predicted presences/absences of the preceding s− 1 species in the ordering at that site.

We refer to the models for P (Ys|X1, · · · , XM , Ŷ1, · · · , Ŷs−1) as base classifiers. The base

classifiers can be implemented using any of the common models used for single-species

prediction (e.g. GLM and BRT).

Read et al. [70] construct an ensemble of classifier chains using L randomly-generated

chain orderings. Each classifier chain in this ensemble is trained on a bootstrap replicate
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of the original training data that is created by sampling the original training data with

replacement. Such bootstrapping is necessary because the accuracy of the results depends

on the ordering of the response variables predicted by the classifier chains. To make a

prediction with an ensemble of classifier chains, ECC stores the predicted probabilities

for each species from each classifier chain. To compute an overall predicted probability

for a particular species, ECC averages the probability for that species across chains.

Importantly, this approach allows prediction of presence/absence for the taxa of interest

(Y1, · · · , YS) at sites that were not in the training set.

7.2.4 Temporal and spatial autocorrelation

To avoid bias from temporal autocorrelation created by birds or moths occurring at the

same sites over multiple years, each bird dataset was modeled separately. To reduce

bias due to spatial autocorrelation, each set of sampling points was assigned to training,

validation, and testing subsets. Study sites were overlaid with a grid (approximately 1.8

by 2.4 km for AND and 0.82 by 1.2 km for HBR) and alternate grid cells were assigned

to training, validation, or testing groups at a ratio of 25%/25%/50%. This checkerboard

approach to validation accounts for spatial autocorrelation at scales smaller than the grid

cell, which exceeds the scales at which spatial autocorrelation might be expected due to

habitat patchiness or conspecific attraction [7]. The number of sites in the training,

validation and testing subsets of each dataset is shown in Table 7.1.

Dataset Training
Sites

Validation
Sites

Testing
Sites

AND Moth 79 63 114
AND Bird (2009) 53 43 86
AND Bird (2010) 53 43 86
HBR Bird (1999) 103 94 174
HBR Bird (2008) 103 94 174

Table 7.1: The number of sites in the training, validation and testing subsets.

It is important to note that our validation approach also eliminates the potential

for overfitting models. Overfitting occurs when a model fits not only the signal, but
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also the noise in the training data, resulting in optimistically biased estimates of model

performance on the training data. More complex models (with more variables) will often

perform better on the training set because they can fit the data more closely. To compare

models of differing complexity fairly, we report performance for all models on a holdout

test set. If overfitting occurred, we would expect more complex models to perform more

poorly than simpler models on these holdout test data [76].

Parameters of the models were fit using the training data set. Some parameters of

models required tuning, which we performed by using the validation data set. Specifi-

cally, for BRT, the depth of the trees and the number of trees were tuned, while for GLM,

parameters controlling the regularization of the regression model were tuned (specifically

we tuned the parameter α, which trades off L1 and L2 regularization, and the regulariza-

tion parameter γ, which weights the regularization penalty term). The best performing

model from the validation set, as determined using AUC, was then used on the holdout

test dataset. Predicted vectors from model output were compared to the true observed

vectors from the test data to evaluate model performance.

7.2.5 Experiments and evaluation

We conducted four experiments with the models. Experiment 1 addressed how prediction

success compared for multi- vs. single-species models. In this experiment, we compared

the performance of two single-species classifiers against their multi-label classifier exten-

sions. The single-species classifiers were boosted regression trees (BRT) and elastic-net

regularized general linear models (GLM). The multi-label classifier was the Ensemble of

Classifier Chains (ECC) algorithm that produces the multi-label algorithms ECC-BRT

and ECC-GLM.

To determine whether ECC multi-species models differentially improved prediction

success for common versus rare species in Experiment 2, we compared the performance of

the ECC multi-label classifier versus the single-species models on subsets of common (i.e.

detections occurring at >40% of sites), moderately common (detections occurring at 10-

40% of sites), and rare species (<10% prevalence of detections). Thus, for datasets with

multiple years of data, different species were defined as rare in each year. Importantly,

because we did not account for imperfect detections in these models, rare should be

interpreted as reflecting few detections of a species. This could be a function of either
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true rarity, or low detection probability.

To determine which species need to be included in a multi-species model in order

to most improve its predictive success on rare species in Experiment 3, we tested how

the performance of the ECC models for rare species was affected by removing the com-

mon and/or moderately common species. In this experiment, ECC-BRT models were

trained on environmental covariates and various combinations of species groups: (1)

rare + moderately common + common species (ECC-RMC, equivalent to ECC-BRT in

Experiment 1); (2) rare + common species (ECC-RC); (3) rare + moderately common

species (ECC-RM); and (4) rare species (ECC-R).

To determine which species interactions appeared to explain model performance in

Experiment 4, we tested how the performance of a multi-label classifier for multi-species

modeling of rare species was affected by the removal of individual species that we hypoth-

esized, based on the literature, interacted with various focal rare species via heterospecific

attraction or competition. In this experiment, we used the ECC-BRT models for the 2

or 3 rare species that had the greatest improvement in performance of ECC-BRT com-

pared to the BRT model; each ECC-BRT model was rerun S− 1 times (where S = total

number of species) with one species dropped at a time. We then identified the species

whose removal from the model caused the greatest decrease in model performance. The

moth drop-one experiment was structured slightly differently, because there are more

than 400 moth species in the dataset, which would be too computationally expensive to

run S − 1 times. For rare moth multi-species models, we experimentally dropped 5-8

species one at a time that were (1) common, but do not necessarily co-occur with the

target species, (2) moderate to rare and known to co-occur with the target species, and

(3) moderate to rare and known not to co-occur with the target species.

In each experiment, the performance of the models was compared using the area

under the receiver-operating curve (AUC), which is a measure of the relationship between

the true positive rate and the false positive rate over the full range of discrimination

thresholds [57]. The AUC measures the ability of a model to discriminate between sites

where a species is present, vs. those where it is absent. An AUC of 0.5 indicates that

a model has no discriminatory ability, while a score of 1 indicates that presences and

absences are perfectly discriminated.

To evaluate performance of multi-species models, we computed a species-based AUC,

defined as the average of the AUCs for each species in the multi-species model [21]. We
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compared performance of multi- to single-species models using the ∆ species-based AUC

(also denoted ∆AUC in the text), defined as the difference between the species-based

AUC of multi-species vs. single-species models.

7.2.6 Hypothesis Testing

Testing for statistical significance between the single-species and multi-species models in

Experiment 1 was challenging because the species AUCs were not independent of each

other, which precluded the use of conventional hypothesis tests. We thus developed

a paired-AUC difference bootstrap test to establish statistical significance for Exper-

iment 1. This test compared the results of a multi-species model that predicted the

presence/absence of all species simultaneously at a site (called method A) with a set

of single species models (called method B). A description of these two methods follows.

For method A, let (u1, · · · , uN ) be N score vectors, with one score vector per site. The

score vector ui = (u1i , · · · , uSi ) is a vector of S species predictions for site i, in which

each component usi is the probability of species s being present at site i. For method

B, let (v1, · · · , vN ) be N score vectors, with one score vector per site, i.e. the score

vector vi = (v1i , · · · , vSi ) is a vector of S species predictions for site i. We paired the

score vectors from methods A and B as D = (u1, v1), · · · , (uN , vN ) and drew a bootstrap

sample D1 of these pairs by sampling N score pairs with replacement from D. From

D1, we computed the species-based AUC for method A and the species-based AUC for

method B. We then computed ∆1 by subtracting the species-based AUC for method B

from the species-based AUC for method A. We repeated this process 999 more times,

resulting in differences ∆1, · · · ,∆1000. We sorted these differences in ascending order to

obtain the 26th and 975th elements in the list. These elements formed a 95% bootstrap

confidence interval on the difference. When the confidence interval did not include zero,

we rejected the null hypothesis H0 of no difference between the predictive performance

(based on AUC) of the multi-species model and the set of single species models in favor

of the alternate hypothesis H1 that there was a difference. This paired-AUC bootstrap

test is only applicable when comparing models that have the same number of species,

hence it could not be used to compare models for rare vs. common species.
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7.3 Results

Multi-species models created with ECC multi-label classifier extensions (ECC-BRT,

ECC-GLM) had higher predictive success compared to single-species, environmental-

covariate-only models (BRT and GLM) for all datasets, based on average species-based

AUC. For bird species, average improvements in AUC were modest (approximately 0.02)

for ECC-BRT compared to BRT (mean ∆ species-based AUC = 0.019, range = [-0.028,

0.247]) and for ECC-GLM compared to GLM (mean ∆ species-based AUC = 0.018, range

= [-0.049, 0.156]). For moth species, average improvements in AUC were approximately

0.01 for ECC-BRT compared to BRT (mean ∆ species-based AUC = 0.011, range = [-

0.128, 0.192]), and about 0.02 for ECC-GLM compared to GLM (mean ∆ species-based

AUC = 0.017, range = [-0.199, 0.363]) in Figure 7.2. The majority of species (70% of bird

species, 58% of moth species) were more accurately predicted by the multi-species mod-

els using boosted regression trees (ECC-BRT) than by the single-species models (BRT).

Similarly, 60% of bird species and 56% of moth species were more accurately predicted

by the multi-species models using generalized linear models (ECC-GLM) than by the

single-species models (GLM). All multi-species models produced statistically significant

improvements over their single-species counterparts, based on the paired-AUC difference

bootstrap test in Table 7.2.

Although the increase in AUC for multi- vs. single-species models was small when

averaged over all species in the dataset, the predictive advantages of the multi-species

approach is more salient when we repeated the analysis over rare and common species

and compared the average increase in AUC for these two groups in Figure 7.3. For rare

species, multi-species models had significantly higher prediction success than their single-

species counterparts (BRT and GLM models) for all five datasets, based on paired-AUC

difference bootstrap tests in Table 7.2. In contrast, for common species, multi-species

models had significantly higher predictive success than their single-species counterparts

for only six of the ten model comparisons made using the five datasets in Table 7.2. The

magnitude of the improvement in predictive success was small on average for common

and rare species, but it differed greatly among species, datasets, and years. Models for

only a few rare species experienced improvements in species-based AUC greater than

0.05 (e.g. two of nine rare species in the AND Bird 2010 dataset and two of twelve rare

species in the HBR 1999 and 2008 datasets).
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Figure 7.2: The difference in predictive success between multi-species and single-species
models using BRT and GLM as base classifiers. A positive ∆ species-based AUC indi-
cates that a multi-species model has greater predictive success than single-species models.
Standard errors for ∆ species-based AUC are computed over S species.

Multi-species models for rare species had higher predictive success than multi-species

models for common species in all five datasets when BRT was used as the base learner.

Similarly, multi-species models using GLM as the base learner had higher predictive

success for rare compared to common species in all five datasets, with substantially

higher AUC values for rare species in HBR bird 1999 (mean AUC = 0.06 in Figure

7.3). Standard errors are close to overlapping zero in some cases, but the paired-AUC

test could not be used to test for significant differences because of unequal numbers

of species. The improvement in predictive success due to multi-species models differed

between years in the same sites (e.g. common species at AND 2009 vs. AND 2010; rare

species at HBR 1999 vs. HBR 2008), possibly because species defined as common or

rare differed between years.

Multi-species models for rare species tended to have higher predictive success than

the corresponding single-species models when more species were included in the model.

In Figure 7.4, for all five datasets, the multi-species models that achieved the greatest

improvement in predictive success were those that included the largest number of species,
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(a)

(b)

Figure 7.3: Difference in predictive success of multi-species vs. single-species models
for rare vs. common species, based on differences in species-based AUC for boosted
regression trees (a) and general linear models (b) of five species datasets. The standard
errors for ∆ species-based AUC are computed over the species in each group.
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Species Dataset ∆ BRT
Mean

∆ BRT 95% CI ∆ GLM
Mean

∆ GLM 95% CI

All AND Moth 0.010 (0.002, 0.018) 0.021 (0.004, 0.031)
All AND Bird 2009 0.022 (0.012, 0.036) 0.023 (0.003, 0.033)
All AND Bird 2010 0.024 (0.016, 0.036) 0.016 (0.000, 0.025)
All HBR Bird 1999 0.017 (0.008, 0.026) 0.029 (0.021, 0.037)
All HBR Bird 2008 0.014 (0.011, 0.018) 0.013 (0.006, 0.021)

Rare AND Moth 0.009 (0.003, 0.013) 0.023 (0.000, 0.037)
Rare AND Bird 2009 0.018 (0.013, 0.023) 0.038 (0.007, 0.071)
Rare AND Bird 2010 0.030 (0.018, 0.036) 0.045 (0.004, 0.068)
Rare HBR Bird 1999 0.027 (0.004, 0.051) 0.059 (0.022, 0.077)
Rare HBR Bird 2008 0.014 (0.007, 0.020) 0.005 (0.001, 0.018)

Common AND Moth 0.003 (-0.007, 0.014) 0.028 (0.015, 0.042)
Common AND Bird 2009 0.021 (0.016, 0.026) 0.006 (0.002, 0.011)
Common AND Bird 2010 0.002 (-0.002, 0.008) 0.002 (-0.012, 0.019)
Common HBR Bird 1999 0.008 (0.005, 0.010) 0.009 (0.001, 0.017)
Common HBR Bird 2008 0.014 (0.010, 0.018) 0.002 (-0.005, 0.011)

Table 7.2: The results of the Paired AUC Bootstrap Difference test on each dataset for
all, rare and common species.

i.e. included rare, moderately common, and common species. We found considerable

differences across species in the improvement produced by multi-species models, reflected

in the large standard errors around means. Although the improvement in predictive

success due to multi-species models were small for most species, for certain species,

improvements were fairly large (∆ species-based AUC of > 0.10). The improvement

in predictive success due to multi-species models also differed between years for bird

datasets, because species defined as common or rare also differed between years.

We used drop-one experiments to explore the species interactions and the potential

ecological processes that appeared to explain model performance. As expected, drop-one

experiments revealed that multi-species model predictions for rare species were sensitive

to the inclusion of species whose occurrences were correlated with the target species.

However, the species that benefitted from multi-species modeling, and the associated

species that improved predictions, differed between years. For example, in the AND

bird datasets, drop-one experiments for the olive-sided flycatcher in 2009 and American
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Figure 7.4: Difference in predictive success of multi-species vs. single-species models
for four subsets of species (RMC, RC, RM, and R, where R = rare, M = moderately
common, and C = common), based on differences in species-based AUC for boosted
regression tree models (ECC-BRT vs. BRT) for five species datasets. For example,
ECC-R refers to the difference in predictive success of multi-species models compared to
single-species models, when only rare species are included. Error bars show the standard
error of ∆ species-based AUCs across all the rare species in the dataset.

robin in 2010 showed the greatest improvement from multi-species compared to single-

species modeling in Figure 7.5. The model for olive-sided flycatcher in 2009 showed

the greatest decline in species-based AUC after the removal of eight species (hermit

warbler, dark-eyed junco, MacGillivray’s warbler, Pacific-slope flycatcher, winter wren,

Swainson’s thrush, Wilson’s warbler, and western tanager, with ∆ AUC ranging from

-0.045 to -0.060). These eight, relatively common, species often co-occur with the rare

olive-side flycatcher in ecotones between mature forest and early successional habitats.

In the HBR bird datasets, drop-one experiments for the wood thrush and rose-breasted

grosbeak in 1999 and the black and white warbler and scarlet tanager in 2008 showed

the largest improvement from multi-species compared to single-species modeling in Fig-

ure 7.6 and 7.7. The model for wood thrush in 1999 showed the greatest decline in

species-based AUC after the removal of three species (winter wren, American redstart,

and scarlet tanager, with ∆ AUC ranging from -0.044 to -0.052). Model accuracy for the

wood thrush was improved by the inclusion of the American redstart, a common species
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Figure 7.5: Drop-one analysis on AND Bird 2009 and 2010 data. (top) Change in
species-based AUC for the rare species, olive-sided flycatcher in 2009, associated with
dropping all species one by one. The changes for the 14 most influential species are
shown. (bottom) Change in species-based AUC for the rare species, American robin
in 2010, associated with dropping all species one by one. The changes for the 14 most
influential species are shown.
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Figure 7.6: Drop-one analysis on HBR Bird 1999 data. (top) Change in species-based
AUC for the rare species, wood thrush and (second from top) rose grosbeak, in 1999,
associated with dropping all species one by one. The changes for the 19 most influential
species are shown.
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Figure 7.7: Drop-one analysis on HBR Bird 2008 data. Change in species-based AUC
for the rare species, black-and-white warbler (top) and scarlet tanager (bottom) in 2008,
associated with dropping all species one by one. The changes for the 11 most influential
species are shown.
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associated with second-growth deciduous forest, whose occurrence was significantly cor-

related with that of the wood thrush. Although the wood thrush is generally associated

with mature forest, it can also be found along forest edges and in the dense understory

of second-growth stands. In the AND nocturnal moth dataset, drop-one experiments

Zanclognatha jacchusalis and Lithophane baileyi showed the greatest improvement from

multi-species compared to single-species modeling in Figure 7.8. The model for Zan-

clognatha jacchusalis showed the greatest decline in species-based AUC when two rare

species Lambdina fiscellaria and Eurois astricta were removed from the model. These

three species occurred in the same habitat at different time periods, or in different habi-

tats at the same time periods, or shared food preferences for vegetation that occurred in

the same habitat. The model for Lithophane baileyi experienced the greatest decline in

AUC when three rare species Nepytia phantasmaria, Lambdina fiscellaria and Lasionycta

perplexa were removed from the model; these species occurred in similar habitats [39].

7.4 Discussion

7.4.1 Performance of multi-species vs. single-species models

In both boosted regression trees and generalized linear models, multi-species models

improved predictive success over single species models. The improvement was greater

for BRTs than for GLMs and for rare compared to commonly occurring species. These

results suggest that accounting for interactions between environmental covariates (the

benefits of BRT) and leveraging information from other species (the benefits of ECC)

both improved model performance over simpler models without these features. Although

multi-species models have more parameters and can better describe the training datasets

irrespective of any ecological explanatory power, our predictive success is measured over

a test dataset that is separate from the training dataset used to fit the models. In

addition, both GLMs and BRTs guard against overly complex models. GLMs have a

regularization term that penalizes the magnitude of the model coefficients and BRTs

guard against overfitting by limiting the depth of the trees in the ensemble. The im-

provements in predictive success were relatively small when averaged across all species,

but improvements were quite large for some rare species in some years. Our findings

are consistent with those of similar studies that have compared multi-species models
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with single species models. For instance, [21] report that multi-species (MARS) mod-

els applied to datasets with approximately 30 species improved the median AUC by

about 0.013 and that 50 to 85% of species were more accurately predicted by using a

multi-species model. In our study, which included 23 (AND) and 44 (HBR) species,

multi-species models improved success for similar proportions of species - 60% for GLM

and 70% for BRT. Thus, the ECC algorithm, which is an approach from the field of

machine learning, seems comparable with the performance of other multi-species models

previously used for species distribution modeling.

Multi-species models appear to leverage information about widespread species to aid

predictions of distributions and abundance of rare species that are difficult to model ac-

curately because of the scarcity of observations [25]. In our analysis, model performance

improved for rare species to a greater extent than for common species in a single-species

model experiment that tested the effect of including interactions among environmental

covariates (i.e. BRT vs. GLM) and in multi-species model experiments that tested

the effect of including species interactions (i.e. ECC-BRT vs. BRT and ECC-GLM

vs. GLM). Model performance for multi-species models of rare species improved consis-

tently as a greater number of widespread species were included in the analysis. However,

multi-species models did not improve performance for all rare species. In particular,

multi-species methods improved SDM model performance for a greater proportion of

rare bird species than for rare moth species.

We defined rare species as those with a prevalence of detections of <10% in the

dataset for any given year; sampling effort was uniformly distributed among sampling

locations in study datasets. When this definition was applied to multi-year datasets

(birds at AND, birds at HBR), some species were rare in one year, but not in another.

Although multi-species models improved prediction success for rare species much more

than for common species, species whose prediction success was improved by multi-species

modeling in one year were not necessarily improved (or rare) in another year. Also, for a

very speciose dataset (moths at AND), multi-species models improved prediction success

for some, but not all, rare species.

It is important to acknowledge that imperfect detection of rare species is a critical

issue; since we do not know the true occupancy of our sites, we cannot use occupan-

cies as ground truth to measure predictive performance. Instead, we treat detections

(i.e. species presences and absences) as the ground truth for predictive success, as has
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been done in past work on SDMs [24, 50, 19]. The errors due to detection, however,

do not affect our general conclusion that multi-species models improve the predictive

performance of models for detecting rare species. Developing multi-species occupancy-

detection models is an active area of research [88, 18].

7.4.2 Mechanisms for improved performance of multi-species distri-

bution models

A principal value of multi-species distribution models is their potential to provide in-

sights into species interactions and response to environmental change. Because species

may directly influence the presence of other species via competition, facilitation or pre-

dation [83], we would expect multi-species models to perform better than single species

models. Several indirect interactions may also have contributed to the greater predictive

success of multi-species models in our study: (a) a species, which is difficult to predict

from environmental covariates, may share measured environmental covariates with more

common species, hence improving predictions, (b) species are predicted by environmental

covariates, but also interact through some biotic mechanism (e.g. mutualism, compe-

tition) and this adds confidence to predictions from environmental covariates, and (c)

species may co-occur as the result of important, missing (unmeasured) environmental

covariates in Figure 7.9. These three sets of indirect mechanisms are more likely to

produce greater improvement for rare than common species. For example, multi-species

models for olive-sided flycatcher in 2009 and American robin in 2010 at AND, which

were rare, were likely improved by the co-occurrence of other species sharing similar veg-

etation types old growth forest in the case of the flycatcher, and early successional forest

in the case of the robin (Figure 7.9 a). At HBR, multi-species models for rose-breasted

grosbeak in 1999 were improved by the addition of golden-crowned kinglets that had a

negative association with rose-breasted grosbeaks. Kinglets are birds of the transition

zone and spruce-fir forest, whereas rose-breasted grosbeaks occur only in northern hard-

wood forests, so their preference for very different vegetation types was likely the key

cause of improved multi-species model performance (Figure 7.9 b). Given the very dif-

ferent nesting and foraging habits of these two species (Sallabanks et al. 1999, Swanson

et al. 2012) , it is highly unlikely that improved predictive success reflects competitive

interactions. Multi-species models for the very rare nocturnal moth, Zanclognatha jac-
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chusalis, were improved by the inclusion of other very rare moth species with which they

are known to share food preferences; this is most likely an example of a covariate not

included in the models (Figure 7.9 c).

Figure 7.9: Three different sets of conditions under which ecological processes result in
improved species distribution models when boosted regression trees (BRTs) are combined
with ensemble of classifier chains (ECC). (a) Species B cannot be effectively predicted
from environmental covariates (e.g. because it is rare), but it appears to share A’s
environmental covariates, (b) Species A and B are predicted by environmental covariates,
but also interact through some biotic mechanism (e.g. mutualism, competition) and this
adds confidence to predictions from environmental covariates, and (c) The relationship
between species A and B suggests that an unmeasured environmental covariate may
influence both species.

To test whether co-occurrence data could be leveraged to increase predictive success,

we used datasets collected at fine spatial resolutions, but broad spatial extents as rec-

ommended in [83]. In previous work, multi-species models did not improve predictions

over single species models in datasets with low resolution (sample points spaced at 10

to 50 km) [4, 10]. However, multi-species models out-performed single-species models in
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datasets with higher resolution (sample points spaced <1 km) [21]. Interspecific inter-

actions such as heterospecific attraction and competition tend to occur at the scale of

individual animal territories or home ranges. Also, the advantage of multi-species mod-

els over single-species models may decline as the grain size of studies increases relative

to the scale of habitat patchiness, because of the chance of not sampling some habitats

increases with grain size.

Although multi-species models improved predictive success for the majority of both

bird and moth species, the species that were defined as rare changed across years, and the

improvements in predictive success for specific species achieved by multi-species models

were not consistent from year to year. Thus, multi-species models, applied to a single

year of data may not perform well when attempting to predict distributions over time,

potentially limiting their capacity to detect species responses to environmental change.

Many studies have predicted that biotic interactions will change over time as species

respond individualistically to changes in environmental conditions [67, 79] and species

immigration may produce unpredictable changes to community composition [6]. On the

other hand, multi-species models constructed from longer or larger datasets may provide

defensible baselines for detecting changes in relationships among species and habitats.

Further work is needed to explore this issue.

7.4.3 Future research directions for modeling multi-species distri-

butions

For computer scientists, some unique properties of species data may lead to new re-

search directions for multi-label classification. First, almost none of the current work

on multi-label algorithms focuses on accurately predicting the presence/absence of rare

species, despite the importance of this topic to ecologists and conservation biologists.

Second, interactions between species are complex, with community structure driven at

least partially by facilitation, competition and predation. Many existing multi-label

algorithms model only pairwise linear correlations between species and thus are inad-

equate for helping ecologists discover the more complex interactions that can occur in

nature. Third, algorithms that can discover complex patterns of correlations often focus

purely on making accurate predictions and do not easily suggest explanations as to why

a particular prediction was made; however, such explanations are important for gener-
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ating testable hypotheses about the interactions among species and among species and

environmental variables. Therefore, further work on multi-label classifiers could focus

on developing approaches that permit comparing the relative importance of two major

forces that structure ecological communities – abiotic factors and biological interactions

among species.

7.5 Conclusion

Our results indicate that multi-species models resulted in modest improvements to single

species models. These improvements were greatest for rare species, which are tradition-

ally difficult to predict. Modeling experiments with multi-species models also suggested

testable hypotheses for ecological patterns and processes, including species interactions.

These findings point to new research directions, including: developing new multi-label

algorithms for predicting rare species more accurately, modeling more complex inter-

actions beyond pairwise species correlations, and producing more easily interpretable

multi-label models. These research directions may provide valuable contributions both

to the fields of machine learning and ecology.
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Figure 7.8: Drop-one analysis on AND Moth data for 1986 to 2008. (top) The change
in species-based AUC for the rare species, Zanclognatha jacchusalis, associated with
dropping thirteen selected species one by one. (bottom) change in species-based AUC
for the rare species, Lithophane baileyi, 1986 to 2008, associated with dropping nine
selected species one by one.
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Chapter 8: Conclusions and Future Work

8.1 Contributions

Citizen Science encourages volunteers from the general public to participate in scien-

tific studies, allowing data to be collected at much larger spatial and temporal scales.

Although citizen scientists can contribute large volumes of data, data quality is often a

concern due to variability in the skills of volunteers. Therefore it is crucial to improve the

quality of the citizen science data so that more accurate information can be extracted.

In my thesis, I investigate applying machine learning techniques to improve the quality

of data submitted to citizen science projects.

The context of my work is eBird, which is one of the largest citizen science projects

in existence. In the eBird project, citizen scientists act as a large global network of

human sensors, recording observations of bird species and submitting these observations

to a centralized database where they are used for ecological research such as species

distribution modeling and reserve design. There are two aspects to improve the quality

of eBird data. First, we must be able to identify invalid observations and remove them

from the eBird database so that more accurate species distribution models can be cre-

ated. Secondly, since eBird participants act as trainable human sensors, we can extract

knowledge from data to teach the inexperienced birders and improve their birding skills

so that they can contribute better quality data.

My thesis addresses problems in both aspects. To identify invalid observations, we

develop an automated data verification process (Chapter 4) which leverages a birder’s

skill level. A birder’s skill level can be graded using the Occupancy-Detection-Expertise

model (Chapter 3) when the labeled birders are available or using the mixture of Species

Accumulation Curves model (Chapter 5) when there are no labeled birders. Also we

propose a Multi-Species Occupancy-Detection model to detect misidentification of bird

species (Chapter 6) and this information can be used to help inexperienced birders

distinguish groups of confusing species. In conclusion, my study shows that machine

learning can be used to improve data quality in eBird by modeling an observer’s skill level,
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developing an automated data verification model and discovering groups of misidentified

species.

8.2 Future Work

In the Occupancy-Detection-Expertise work, there are two directions that we would like

to explore. First, since non-linear interactions often exist in the real world data, we

would like to replace the logistic regression parts of the ODE model with more flexible

function approximators such as boosted trees which allow non-linear interactions between

features. In addition, we would like to learn the ODE model in a semi-supervised fashion.

Since most of the eBird participants are unlabeled, leveraging their observations during

training may help create more accurate SDMs.

In the automated data verification work, we would like to improve the expertise

prediction of the ODE model by including more expertise covariates. For example, an

individual’s regional expertise may be important, as a birder can be an expert observer

in their home region, but less so outside of that region. In addition, we would like to

test this automated data filter more broadly across the US.

In the mixture of Species Accumulation Curves work, we would like to determine the

number of groups from data using nonparametric Bayesian approach. This allows the

mixture model to adjust the number of groups automatically as new observational data

are collected. Furthermore, we plan to extend this model to capture the evolution of an

observer’s skill level over time. For example, birders may switch from one group to a

group of better skill level as their skills improve through practice over the years.

In the Multi-Species Occupancy-Detection work, the exact inference is computation-

ally expensive with large number of species, so we would like to speed up the learning

using variational approximations [43, 61, 68]. Currently, the MSOD model does not

capture the correlations between the occupancy status of species, including competi-

tion, predation, and mutualism among species. We plan to extend the MSOD model to

capture species interaction in the future.

In the multi-species distribution modeling work, we plan to develop learning algo-

rithms which can take weights of species into account during learning [17] so that the

predictions improve more on certain species of interest (e.g. the endangered species).

Another future direction is to develop multi-species distribution models which can in-
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corporate prior knowledge of species interactions from ecologists during learning.
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